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Abstract
The ultrafast response of metals and semiconductors to electronic excitations
is analysed. Time resolved two-photon emission and non-linear optics allow
us to study the relaxation of systems at non-equilibrium. Representative results
for the spin dependent relaxation of excited electrons in transition metals, in
ferromagnetic metals such as Ni, Co, Fe and in high Tc superconductors are
given. Also ultrafast dynamics of semiconductors such as Si, Ge and C is
analysed. In particular, in covalently bonded solids, electronic excitations
from the valence to the conduction band cause a change of the bond character
and thus strong changes of various properties and induce coherent phonons,
ablation, ultrafast melting and phase transitions at non-equilibrium. The
ultrafast relaxation processes are controlled by energy and angular momentum
conservation, of course, and this is particularly important for magnetism at non-
equilibrium. The time dependence of the magnetic relaxation in nanostructures
reflects in a characteristic way the atomic structure. The ultrafast Coulomb
explosion of clusters in intense electric fields may serve as a demonstration of
non-equilibrium dynamics resulting from electric field induced solid–plasma
transition. Dynamics in small clusters can test the validity of concepts used in
thermodynamics. Optically controlled electronic population dynamics may be
expected to be relevant for ultrafast switching devices and recording.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

The study of non-equilibrium physics is fundamentally important and may also offer many new
technological applications. The timescales of physical processes in systems at non-equilibrium
are of central interest. In general, excited electrons relax very quickly to equilibrium states. In
solids [1], metals and covalently bonded systems such as Si, Ge, C [2–4], the excited electrons
establish due to their interactions within a time ranging from about 10 to 100 fs or more a
temperature Te(t) which is larger than the lattice temperature Tlatt(t). Then, Te(t) approaches
again the lattice temperature, Te →t Tlatt , and this might last up to a few picoseconds. The
thermalization of excited electrons and lattice atomic structure, typically in a few picoseconds,
results from electron–phonon coupling. This quite general scenario is illustrated in figure 1 [1].

Clearly, time resolved analysis of fundamental physical processes is promising as regards
a better understanding of non-equilibrium transport, relaxation, magnetization changes, bond
formation and ultrafast switches, for example. In ferromagnetic metals such as Ni, Co and Fe
with Curie temperature TC, one expects the exchange interaction and the magnetization M

to respond to the non-equilibrium distribution of electrons and to the increase of temperature
Te(t). Thus,

M = M{Te(t), t, . . .} →
t

0, Te → Tc, (1)

during a time controlled by the interactions achieving angular momentum conservation. Here,
frequently spin–orbit coupling may play the key role.

In figure 2, the response of the magnetization to Te(t) is illustrated [1, 5]. Photons excite
s and d electrons into states above the Fermi energy εF. No spin flips occur. Since states
are s–d hybridized, electric dipole selection rules have to include this. Using the Hubbard
Hamiltonian for the dynamics of the itinerant electrons, the magnetism responds due to the
interplay of the hopping integral ti j , the intra-atomic Coulomb interaction U and the exchange
coupling J < U . Note that, for given photon energy h̄ω, one gets different numbers of spin
up and down hot electrons due to difference between the initial DOS Nσ (ε). Furthermore,
the electron distribution {nσ (ω) + n−σ (ω)} might change over time somewhat faster than
{nσ (ω)− n−σ (ω)}. Note that circularly polarized light excites electrons out of the Fermi sea
spin selectively.
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Figure 1. An illustration of the electron dynamics of hot electrons; t0 is the time when excitation
and subsequent relaxation and thermalization of excited electrons begins. The time dependence
of the electron temperature Te is controlled by electron–electron and electron–lattice interactions.
First d and then s electrons thermalize. The maximal temperature T max

e reflects the interplay of the
energy distribution over the progressively thermalizing electrons and energy transfer of the lattice.

Figure 2. An illustration of the time dependent magnetization, M(t), due to hot electrons.
M(t) responds to Te(t). The resultant fast spin dynamics occurs such that angular momentum
is conserved. The above scenario is expected for ferromagnetic (antiferromagnetic) metals, for
example. For times between t ′ and t ′′, the excited warm electrons lose their spin order and then
M(Te(t)) → 0. Tc is the spin ordering temperature.

In figure 3, we illustrate optically induced excitations in ferromagnetic metals such as Ni
and Fe.

Of particular interest are bond changes resulting from electronic excitations. For example,
excitations

s2p2 →
t

sp3, sp3 →
t

s2p2 (2)

as expected in C, Si, Ge, GeAs etc cause ultrafast structural changes [2–4]. This might be of
interest for non-thermal ultrafast lattice changes and subsequent melting accompanied by a
metallic phase. Also the transition

crystalline � amorphous

and the transition

graphite � diamond
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Figure 3. A schematic il-
lustration of electronic excita-
tions in ferromagnetic Ni in-
cluding mainly spin polarized
d states. Note that the density
of states (DOS) might change
due to the excitations.

Figure 4. In contrast to thermal melting at Tm occurring during times of the order of ps, a dense
e–hole plasma due to many optically induced electronic excitations from the valence band with
sp3 type orbitals to the conduction band with s, p states causes an ultrafast structural change and
melting within 100 fs or a few hundred femtoseconds. This is typically characterized by no volume
changes (�V ≈ 0) and by a constant entropy of the e–h plasma (�Se ≈ 0).

at non-equilibrium are of utmost interest [1]. Note that the transition crystal � amorphous
may involve the excitation of a special lattice excitation and will require a special shape of
the exciting laser pulse. The transition graphite � covalent crystal involves change of the
bond character. Non-thermal ultrafast melting is illustrated in figure 4 [2, 3].

In sp3 bonded covalent crystals many excitations decrease the gap � between the
valence and conduction band. Then, for � → 0 one expects metallicity.

In superconductors, electronic excitations involve the breaking up of Cooper pairs and
subsequent recombination. Photon absorption may also involve additional excitations due to
antiferromagnetism and structural changes. This sheds light on the Cooper pairing mechanism
and is of particular interest as regards superconductivity in high Tc cuprates, heavy fermion
metals and magnetic compounds such as UGe2.

In figure 5 we illustrate the dynamics expected in superconductors [6]. For example,
phase fluctuations of Cooper pairs are reflected by frequency (ω) dependent measurements of
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Figure 5. An illustration of fast electron dynamics (fs → ps) in superconductors. Excitations
result from photon absorption. The phase diagram relates to high Tc cuprates involving
different timescales τ1, τ2 and τ3 for characteristic processes reflecting Cooper pair dynamics,
antiferromagnetism and a pseudogap. At T ∗ a pseudogap and at T ∗

c phase incoherent Cooper
pairing appear.

Figure 6. An illustration of various characteris-
tic times involved during cluster Coulomb explo-
sion. The intense electric field creates first, within
femtoseconds, a dense gas of hot electrons. These
then transfer the absorbed energy very quickly to
the ionized cluster atoms.

the Meissner effect: for times t � ω−1
fl , where ωfl denotes the mean fluctuation frequency, one

expects behaviour as for phase coherent Cooper pairs (t ∼ ω−1).
The optically induced transition from solids at equilibrium to a dense plasma with many

hot electrons, thermalizing rapidly within femtoseconds, and a warm lattice (Tlatt(t) � Te(t))
is of quite general interest. In particular, the ultrafast Coulomb explosion of clusters involving
ions with unusually large ionic charges is remarkable [1, 8]. Clusters are also suited for
studying dimensional effects in non-equilibrium behaviour and behaviour of matter in very
strong electric fields.

As illustrated in figure 6, one expects for clusters, on general grounds, that the light energy
is first absorbed by electrons. This causes ultrafast (in times of the order of femtoseconds)
creation of a very hot electron gas maintained for some time by the ions whose kinetic energy
increases rapidly due to fast energy transfer from the hot electrons to the ions. Of course,
some hot electrons get emitted, but the remaining ones will be able to screen, for some time,
the ions—best, those at the centre of the cluster. The continuing increase of the kinetic energy
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(a)

(b)

Figure 7. Typical slow long time relaxation behaviour of the magnetization in nanostructures, as
an example, after an external magnetic field is turned off. One expects the relaxation times to reflect
characteristically the atomic structure and the magnetic interactions, of course. We illustrate the
behaviour of a film consisting of (a) magnetic islands which couple strongly and (b) nearly isolated
islands whose relaxation is mainly controlled by the magnetic anisotropy and for which, thus,
M(t)→t 0 at equilibrium.

of the ions and the reduced screening at the cluster surface will cause emission of those ions
whose repulsive Coulomb energy overcomes the binding. One expects the spectrum of the
ionic charges to be very revealing as regards the physics behind the Coulomb explosion of
clusters. The scenario for matter in strong electric fields is summarized in figure 6. The hot
electrons transfer their energy very quickly to the ions. The ions continuously gain more kinetic
energy and positive charge. At about 100 fs, increasingly more ions get emitted when their
Coulomb repulsion (EC) overcomes the binding Eb (EC > Eb). This occurs first at the cluster
surface. Such a scenario is expected in general for matter in strong electric fields. Electronic
relaxation processes may be accompanied by light emission bursts.

For nanostructures, the dependence of the magnetic relaxation on the atomic structure
is of basic interest and also of interest as regards magnetic recording [7]; see figure 7 for an
illustration. Thin nanostructured magnetic films exhibit different relaxations depending on the
coupling between the magnetic islands in the film and the geometrical pattern of the atomic
structure.

Of particular interest are relaxation phenomena due to hot electrons in optically excited
nanostructures. Then, much faster spin relaxation might occur and probably also fast switching
between high and low spin states, magnetization reversal etc. Switching between high spin
and low spin states induced optically or by other perturbation offers interesting perspectives
for applications.

Optical manipulation of multiple-film systems, where the exchange coupling between
the films is changed upon electronic excitations, seems very interesting. For example, the
magnetic structure ↑↓↑↓ · · · of layered films may change in the presence of hot electrons.
These may also affect the magnetization reversal and hysteresis in external magnetic fields.
Hot electrons also change the magnetic reorientation transition at surfaces of transition metals
etc. Since the exchange interaction J depends on the atomic interlayer distance d , J = J (d)
and d = d(Te(t)), one expects at the surface corresponding and characteristic changes of the
magnetization (M = M{J (d), . . .}, d = d{Te(t)}).

Another interesting physical arrangement consists of tunnel junctions with quantum dots
or molecules as the tunnel medium. Here the tunnelling may be blocked by excited electrons.
Excitations and subsequent relaxation will yield ultrafast pulsating tunnel currents.
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(a) (b)

Figure 8. An illustration of the non-linear optics. Simplified representations of (a) sum frequency
generation (SFG), where two photons of frequencies ω1 and ω2 are absorbed by electrons in states
|1〉 and |2〉 and a single photon of frequency ω1 + ω2 is emitted, and (b) difference frequency
generation (DFG), due to induced emission of a photon with frequency |ω1 −ω2|. The two photons
may be provided by one or two laser pulses. EF is the Fermi energy and Evac is the vacuum energy.

These are some typical examples of non-equilibrium physics and time resolved processes.
Pump and probe spectroscopy features such as two-photon photoemission (2PPE), non-linear
optics (SHG—second-harmonic generation) and magneto-optics (the Kerr effect) constitute
successful tools for studying time resolved behaviour; see the illustration in figure 8 [1, 9].
In particular, the non-linear optical response reflects sensitively symmetry changes and thus
structural changes and phase transitions [10]. Note that 2PPE and SHG are intimately related
processes. Using polarized light, circularly polarized light in particular, one may excite
electrons spin selectively.

In the next section we present the basic theory for time resolved studies and present in
section 3 characteristic results for various processes. In section 4 we summarize the analysis
and discuss some interesting open problems.

2. Theory

2.1. Electronic excitations

To calculate the non-equilibrium state,one may use non-equilibrium Green functionsGσ(x, x ′),
Keldysh or Baym–Kadanoff type ones, and determine thus the electronic energy spectrum
εiσ {nlσ (t), . . .} of the states |iσ 〉. The occupation numbers

ni {. . . , t} (3)

characterize the non-equilibrium state and depend on time. Then, the free energy functional
F{niσ (t), . . .} determines the non-equilibrium properties. Frequently one may use this to
simplify the analysis:

niσ (t) =
∫

dε Niσ (ε, t) fσ (ε, t), (4)

where Niσ (ε, t) is the local density of states at site i and for spins σ and fσ (ε, t) the Fermi
distribution function for the electrons. The ansatz [9]

fσ = f 0
σ + δ fσ (ε, t) (5)

yields approximately (δ f � f 0)

δ fσ (ε, t) 
 δ fσ (ε, 0)e−t/τσ . (6)
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Here, f 0
σ relates to equilibrium and τσ (εi ) is the lifetime of the excited electron in state εiσ .

Using many-body theory, this lifetime is calculated from the electron self-energy
∑

σ (ω, t).
For excitations not too far away from the Fermi energy εF one gets within Fermi liquid

theory

τkσ = τ 0
kσ εF/(εkσ − εF)

2 (7)

with

τ 0 
 (64/π2
√

3π)

√
m

e2n
(8)

(τ 0 ≈ 128/
√

3π2ωp). Here, n is the number of electrons per atom and ωp the plasmon
frequency. In accordance with Fermi’s golden rule one may also use the expression (ε ∼ εF)

τkσ ∼ 1/Nσ (ε). (9)

Note that the lifetimes are generally wavevector (k) dependent and are expected to be smaller
for electrons in bands with large densities of states. For transition metals for example one
expects lifetimes as short as femtoseconds. In ferromagnetic metals the lifetimes are also spin
dependent.

In the case of very strong interactions amongst the electrons, like in cuprates or heavy
fermions, non-Fermi liquid behaviour might be present. Then, τ−1 ∼ Im

∑
σ (ω) ∼ ω and

consequently [6]

τkσ (ω) ∼ ω−1. (10)

2.2. Thermalization of a dense hot electron system

Clearly, one expects the excited electrons to establish very quickly—within a time of the
order of t ∝ U−1—a temperature Te(t), due to the Coulomb interactions U . Note that the
system of hot electrons is not at equilibrium with the lattice atoms and Te(t) > Tlatt(t).
First, Te(t) increases with time and then decreases again due to electron–phonon coupling and
Te(t) → Tlatt(t) for longer times, of the order of picoseconds. The key quantity Te(t) for
the non-equilibrium behaviour may be determined using the master equation. Thus, one gets
approximately [5, 11]

ce(Te)
∂Te

∂ t
= −ge−ph(Te − Tlatt) +

∂

∂ t

∫
dε ε N(ε)δ f + P(t) + · · · (11)

and

clatt(t)
∂Tlatt

∂ t
= −ge−ph(Tlatt − Te) + · · · . (12)

Here, ce = ∂E/∂T is the electronic specific heat for the non-equilibrium state, clatt the
corresponding lattice specific heat and P(t) describes the exciting laser pulse including its
polarization. At times t � t0 before the laser induced excitations of electrons, one assumes
Te = Tlatt = T0. Equations (11) and (12) give results which are illustrated in figure 1 [5].

Note that the energy transfer from the hot electrons to the colder lattice is controlled by
the electron–lattice coupling ge−ph and occurs during a time t � E−1

e−latt ∼ ge−ph (t ∼ ps).
Ee−latt is the coupling energy. The thermalization of the hot electrons might spread in time,
since s, p, d, f electrons experience different interactions.
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2.3. Spins at non-equilibrium

The thermalization of electron spins and magnetic moments µi occurs during a time of the
order of

t ∼ 1

z Jµ2
∼ T −1

C , (13)

if angular momentum can be transferred (via spin–orbit coupling, for example) during this
time. Here, J is the exchange interaction, µ the magnitude of the magnetic moments, z the
number of nearest neighbour magnetic moments and TC the Curie temperature. In general,
M{Te(t)} → 0 due to hot electrons and Te > TC during times t � tc, where tc is the time
needed to achieve angular momentum conservation. Note that magneto-optics (Kerr effect,
hysteresis loops etc) is expected to reflect M(t) → 0 sensitively, due to hot electrons.

In the case of itinerant electrons one may use the master or Liouville equation for the spin
density operator ρσ and thus

d

dt
ρσ = 1

ih̄
[H, ρσ ] + R{ρσ }. (14)

This equation may be used to calculate the change of magnetization at non-equilibrium.
Here, H is the (Hubbard) Hamiltonian and the functional R{ρσ } is a formal representation
of relaxation mechanisms (due to spin–orbit scattering, for example). From equation (14), or
from Green function theory, one determines

M(t) ∼
∑

k

{nk↑(t)− nk↓(t)} (15)

(k = the sum over all band states |kσ 〉). One may use for example the Hubbard Hamiltonian
to calculate nkσ . For metals one gets typically due to hot electrons an increase of Te during a
time of the order of 10–100 fs or more and, due to the increase of the electronic temperature,
possibly M → 0. The latter is controlled by angular momentum conservation. Consequently,
M → 0 may require a time of the order of t ∼ V −1

so , if spin–orbit coupling controls the angular
momentum transfer. Here, Vso is the spin–orbit coupling energy. As a consequence it might
happen that the response of M{Te(t), t} to hot electrons (to Te(t)) is time delayed and slower.
If sufficient time for angular momentum transfer is given, then approximately

M(t) 
 M(Te(t), . . .).

For an ensemble of local spins described by the Heisenberg Hamiltonian one may calculate
at non-equilibrium, in addition to Te(t) relating to the itinerant electrons (conduction electrons)
and Tlatt(t), a spin temperature Ts(t) from the master equation

cs
∂Ts

∂ t
= −gs−e(Ts − Te)− gs−latt(Ts − Tlatt) + · · · . (16)

Here, cs is the specific heat of the spins and gs−e and gs−latt are coupling constants [12]. (Note
that treating electrons, spins and the lattice as separate systems adds to equation (11) the term
{−ge−s(Te − Ts)} and to equation (12) the term {−gs−latt(Tlatt − Ts)}.)

The change of the magnetization due to hot electrons and Ts(t) is calculated from

dSi

dt
= −2J (t)

h̄

∑
j =i

(Si × S j ) + R, (17)

where j relates to nn spins of spin i and R to relaxation processes due to the spin–orbit
coupling, for example. Thus, the magnetization at non-equilibrium (〈Sz〉 = M) at time t is
given approximately by

M(t) 
 M(Ts(t)). (18)
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Figure 9. An illustration of the characteristic temperatures for a
system of spins (Ts), itinerant electrons (Te) and a lattice (Tl).

Note that the exchange coupling J (Te, . . .) might change at non-equilibrium, as well as the
magnitude of the spins Si . The behaviour of Te(t), Ts(t) and Tlatt(t) is schematically indicated
in figure 9 [12].

Layered and covalently bonded solids at non-equilibrium are of particular interest, since
electronic excitations involving bond changes

sp3 →
t

s, p (19)

are accompanied by dramatic changes of physical properties [2, 4]. This can be seen from
the response of covalent solids such as Si, Ge, C, diamond, GaAs to laser irradiation. The
excited electrons (hot electron–hole plasma) resulting from transitions from the valence to
the conduction band cause a fast change of lattice symmetry and subsequent melting within
100–500 fs and cause also drastically changed optical properties (luminescence, absorption
etc).

In Si and Ge, for example, intense laser light causes many sp3 → s, p transitions. The
resulting dense gas of hot electrons thermalizes quickly, within femtoseconds. Then, these hot
electrons have a temperature Te(t) and are not at equilibrium with the lattice (Te > Tlatt). Only
after times of the order of a few picoseconds are both systems at equilibrium again (Te → Tlatt

for times t � 2 ps). At shorter times the hot electrons will not significantly exchange heat (Q)
with the lattice (atoms). Hence, this state is approximately characterized by (see figure 4)

�Q ∼ �Se 
 0, �V 
 0 (20)

and �Ue +�W 
 0 [2, 3]. Here, Se is the electronic entropy, V to the volume of the system
(solid), �Ue to the change of the internal electronic energy and �W to the work executed on
the lattice atoms. The pressure resulting from the hot electrons occupying the s, p states of the
conduction band will induce fast lattice distortions. In accordance with�V 
 0 these will be
dominantly transverse acoustic (TA) and longitudinal optical (LO) phonon like.

One expects that for such a non-equilibrium state the open diamond structure will become
more compact and GaAs more centrosymmetric, for example. The band gap �b between
the conduction and valence band decreases due to the hot electrons. For �b → 0 one gets
metallic properties. This scenario occurs during a time of the order of 50–500 fs due to the
fast electronic processes and the interatomic interactions.

This physical picture applies also to the laser induced ablation of semiconductors,
the transitions diamond → graphite (sp3 → s2p2), crystal � Peierls distortion,
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amorphous � crystalline, layered graphite → liquid state and the possible transition Cn →
diamond at non-equilibrium. Note that these transitions and their speed may be somewhat
controlled by choosing an optimal shape (duration, polarization etc) of the exciting laser pulse.

For a quantitative analysis with the most important control parameters electronic entropy
Se(Te) and electron temperature Te, or equivalently the fraction ξ of hot electrons in the
conduction band (Te ↔ ξ ), we use the binding energy

Eb(R, Te) =
∫

dε ε N(ε, Te) f (ε, Te) + Er. (21)

Here, R(ξ) = R0(0)+δR(ξ) (the atomic positions) and Er relate to the (repulsive Born–Mayer
type) atomic interactions. The density of states N(ε, Te) may be determined using a tight-
binding Hamiltonian, for example. f (ε, Te) denotes the non-equilibrium Fermi distribution
function and is approximately given by determining the chemical potential µ(Te) from∫

dε N(ε) f (ε) = zν, (22)

with zν being the number of valence electrons per atom, and the electronic temperature Te(t)
from

Se{Te} = constant (23)

(Se 
 k
∫

dε N(ε)[ f ln f + · · ·]) or from

ξ = 1

zν

∫
νb

dε N(ε)(1 − f (ε)). (24)

Describing the induced distortions (for simplicity) by

R(ξ) = R0(0) + δLOeL + δTAeT (25)

(eL, eT are unit vectors relating to longitudinal and transverse distortions for example), the
dynamics of these distortions are (approximately) determined by [2, 3]

M δ̈i = − ∂

∂δi
Eb(δi , Te) (26)

(i = LO,TA). The induced lattice dynamics occurs during times of the order of t ∝ d2
0

√
M ,

where d0 is the average bond length. Note that equation (26) may also be used to make
calculations for coherent phonons induced by hot electrons.

Using this theory, the transition from the semiconducting to the metallic phase is given by

�b(δTA, δLO, Te) = 0. (27)

Figure 10 shows the behaviour of Eb at non-equilibrium. The shift of the minimum in Eb

from δ = 0 to a finite value of δ signals a change of the lattice structure.
This completes then a simplified theory for covalent semiconductors at non-equilibrium.

It applies also to other systems with a gap such as ionic crystals, Peierls distorted lattices and
clusters such as Hgn with an s–p gap. At surfaces, the theory will describe intense emission
of atoms upon laser irradiation (ablation).

The theory needs to be extended to allow for volume changes (see for example
graphitization of diamond with�V = 0), to include relaxation of the excited electrons and to
describe the response to laser pulses which last for some time and during which, for example,
the volume (atomic density) is changing [1–4]. The basic physics described by the theory is
illustrated in figure 11. We use the potential energy surface (PES) for a characterization. Note
that for a laser pulse with finite duration time the properties of the system will change during
irradiation. Then in particular the structural changes occurring affect the absorptivity in a time
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Figure 10. The dependence of the binding energy Eb for Si on the fraction ξ0 of excited valence
electrons and average atomic displacement δ. This illustrates the response of the atomic structure
to electronic excitations. (ξ0 = ξ(δ = 0).) The minima at δ > 0 indicate a changed structure.

Figure 11. An illustration of the potential energy surface (PES) including relaxation after optical
excitation of a covalent solid. The different relaxation processes occur simultaneously, yet on
different timescales. Note that strong excitations often lead to structural changes, so no return to
the initial equilibrium structure may occur.

dependent fashion, for example [13]. This will be important for the behaviour of systems in
strong laser fields.

For the extension of the theory,we employ molecular dynamics (MD) analysis to determine
the atomic structure and take the electronic degrees of freedom into account [1, 4]. Hence we
use the Hamiltonian

H = He +
∑
i< j

V (ri j ). (28)
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Figure 12. The molecular dynamics calculational scheme for the determination of changes of the
atomic structure in response to electronic excitation. An explicitly time dependent PES is obtained
on the basis of an electronic Hamiltonian and with the help of a time dependent non-equilibrium
electronic occupation. This PES yields forces for the molecular dynamics. Then, these are used to
determine the relaxation of the atomic structure.

Here, the potential V describes the repulsive interaction between the ion cores and He the
behaviour of the electrons. Using a tight-binding Hamiltonian, one has (He = HTB)

He =
∑

iα

ε0
iαniα +

∑
tαβi j c+

iαc jβ + · · · , (29)

with on-site energies ε0
iα and occupations niα at a site i and for electronic states |α〉. The hopping

integrals tαβi j are distance dependent. The creation (c†
iα) and annihilation (c jβ) operators are

given as usual.
From this Hamiltonian, one calculates using molecular dynamics the electron occupation

numbers niα(t) at non-equilibrium and the time dependent PES. This is illustrated in figure 12.
For details, see Jeschke, for example [1, 4, 13]. The PES is given by

�({ri j (t)}, t) =
∑
i,α

εiαniα(t) + 1
2

∑
i, j
(i = j)

V (ri j). (30)

Here, εi ({ri j(t)}) = 〈i |He|i〉.
The adiabatic principle for the electron–atom system justifies using for the atoms the

Lagrangian

L =
∑

i

mi

2
ṙT

i ṙi −�({ri j}, t), (31)

where T means transposition. One gets then the equations of motion for the atoms from the
Euler–Lagrange equations

d

dt

∂L

∂ ṙk
= ∂L

∂rk
(k = 1, . . . , N). (32)

Thus,

mk r̈k = − ∂�

∂rk
. (33)
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Figure 13. Modelling of part of a bulk solid with a small MD supercell. The laser excited surface
region expands into the vacuum and thus shape and size changes are permitted for the MD supercell.
The cell has periodic boundary conditions in all directions, simulating a small region of translational
invariance.

Note that the Lagrangian contains the effects of the electrons via the many-body potential�.
The forces fk = −∇k �({rkl }, t) acting on the atoms are calculated using the Hellmann–
Feynman theorem. Thus,

fk({ri j(t)}, t) = −
∑

m

n(εm, t)〈m|∇k HTB|m〉 − 1
2

∑
i, j
(i = j)

∇k V (ri j), (34)

where m relates to states characterized before by i, α and HTB is the tight-binding
approximation for He.

Using the Verlet algorithm, one may calculate r(t + τ ) from r(t) and ṙ(t + τ ) from
ṙ(t). The dynamics of the system is given by the time dependence of the occupation
n(εm, t) [1, 4, 13]. These may be determined from Keldysh type Green functions or from
a Liouville–von Neumann equation for the density matrix [14] or from a Boltzmann type
approach [9]. Approximately, one has at each time step �t of a MD calculation (for details
see [1])

dn(εm, t)

dt
=

∫ ∞

−∞
dω P(ω, t −�t) {[n(εm − h̄ω, t −�t)− n(εm, t −�t)]

− [n(εm, t −�t)− n(εm + h̄ω, t −�t)]} − n(εm, t)− n0(εm)

τe
. (35)

Here, n0 is the equilibrium Fermi–Dirac distribution and τe the electron thermalization time.
P(ω, t) is the laser pulse intensity function. It may also absorb the transition matrix element
for transitions ε ± h̄ω → εm .

The temperature Te(t) of the hot electrons may be determined using equation (11) or,
approximately, from [1, 4]

dTe(t)

dt
= − Te(t)− Tlatt(t)

τ2
+ · · · , (36)

where the relaxation time τ2 resulting from the electron–lattice coupling describes the change
of Te(t) after thermalization of the hot electrons due to electron–electron interaction. Tlatt is
the lattice temperature at time t (calculated as the average kinetic energy of the atoms over a
time range around t). One may add a term in equation (36) due to diffusion of hot electrons
into colder areas of the system.
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Figure 14. A simple model of the Coulomb explosion of the
spherically symmetric charged cluster with the charge profile
ρ(r). Highly ionized atoms are emitted. Their kinetic energy
and charge depend on the cluster size.

In order to apply the MD method to systems at non-equilibrium assuming constant
pressure, but allowing for volume changes, one modifies the Lagrangian to [1, 4, 8, 11]

L = L + K − P�, (37)

where K is the kinetic energy of the supercell chosen for the MD calculations. � is the volume
of the supercell and P the external pressure. Then the equations of motion for the atoms are
given again by equation (32) if L is replaced by L.

In figure 13 we illustrate the modelling of the solid for the MD analysis. A supercell
represents the solid upon applying appropriate periodic boundary conditions.

This MD analysis has been successfully used by Garcia et al for various problems such
as graphitization of diamond due to hot electrons, ablation and absorption of covalent solids
in strong electric fields and ultrafast melting of covalent crystals due to hot electrons [1]. For
details, see in particular the thesis of Jeschke [1]. Note that if non-adiabatic behaviour plays
a role, the method needs further modification.

2.4. Clusters at non-equilibrium: Coulomb explosion

The behaviour of clusters in intense electric fields is of fundamental interest. The interaction
of strong femtosecond laser pulses with clusters, chains of molecules, nanostructures gives
rise to fascinating phenomena: emission of x-rays, hot electron photoemission, electron
stripping of atoms yielding highly charged ions and subsequent explosion. These are ultrafast
processes occurring during times of the order of femtoseconds. As expected on general
grounds, the excited (hot) electrons will cause, depending on the size of the system, a strongly
inhomogeneouselectric charge distribution and highly charged ions; see studies by Grigorenko
et al [1, 8].

The scenario for the cluster explosion in an intense electric field illustrated in figure 14
consists of

(1) creation of a dense hot electron gas in the cluster region within a few femtoseconds,
(2) during the excitations, the cluster expanding on an ultrafast timescale and this changing

the light absorption which may become resonant causing further emission of electrons,
(3) an ultrafast transfer of energy from the electrons to the ions causing, after 20–60 fs, ions

with large kinetic energy and increasing ionization and thus explosion of the cluster.

As a theory for clusters in strong electric fields one may use the previous theory of Garcia et al.
The Hamiltonian is given by [8]

H = He + Hion + Hfield, (38)

with Hion relating to the ions and Hfield to the coupling of the electrons to the external electric
field E . The electronic part of H is given by

He = − h̄2

2m
∇2 + He−e + Hxc. (39)
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Here, He−e is the Coulomb interaction between electrons and Hxc to the exchange–correlation
potential and He−ion results from the ion–electron coupling. Then, as before (assuming that
Hion dominates and there is a spatially uniform electric field) one gets

MR̈i = −∇i Hion(ρe, {Rk}, t), (40)

where Hion is the Hamiltonian of the ions with positions Ri and ρe is the electron density
calculated from the Schrödinger equation for He; see equation (39). Note that if He =
He(ρe, {Ri j}, t), then He must be included in equation (40). Hion is given by

Hion =
N∑

i=1

P2
i

2M
+

1

2

N∑
i = j

Q2
i

Ri j
+ He−ion −

N∑
i=1

QiE(t) sin(ωt)Ri . (41)

The terms in equation (41) are the kinetic energy of the ions, the Coulomb energy of the ions,
the electron–ion coupling and the interaction of the ions with the external electric field E ,
respectively. For simplicity, we assume the same charge Q for all ions and no screening of
the Coulomb interaction. Depending on the cluster size and temperature, screening and ionic
charge variation could play a role in reality.

Possibly in very strong electric fields and for a very hot plasma one may treat the cluster
(and atomic chains) as a one-dimensional system in the direction of the electric field and as
consisting of hot electrons with the common wavefunction� . This simplifies the problem. It
is remarkable that such a simplified theory may already yield essential features of the behaviour
of clusters in strong electric fields; see studies by Grigorenko et al [1, 8].

2.5. Time dependent photon spectroscopy

Time resolved optics techniques [10, 14, 15] such as photoemission and higher harmonic light
generation (SHG etc) and magneto-optics (Kerr effect) provide excellent tools for analysing
the non-equilibrium behaviour of matter. In general, pump and probe analysis, including
XAS (x-ray absorption spectroscopy), is an excellent tool for analysing temporal and spatial
dependences:

2.5.1. Photoemission. In single-photon electron emission the time resolved photoelectron
yield is given using response theory by [14]

j PPE(t,kσ) ∼
∑

q

∫
dt1

∫
dt2 χi j(q,kσ, t + t2 − t1)Ei (q, t1)E j(−q, t2), (42)

with the response function

χPPE
i j (t) = e2

h̄2

γ

�

∑
1,2

Mi
12(qz)M

j
21(−qz) f (ε1) exp

(
i
ε1 − ε2

h̄
t − �2t

)
. (43)

Here, state 2 is the excited state occupied by the electrons after photon absorption in state 1
(|k, σ 〉) and z is the direction perpendicular to the surface. γ is the transition matrix element
describing the escape of the photoelectrons and M is the dipole matrix element for the transition
1 → 2. f (ε1) is the Fermi–Dirac distribution function. τ2 ≡ �−1 is the lifetime of the excited
electrons.

Clearly, 2PPE involving time delayed absorption of photons is best suited for probing the
dynamics at non-equilibrium. Time resolved 2PPE is used to study directly the time dependent
occupation of excited, non-equilibrium states and thus the lifetimes τkσ (ε) of excited electrons.
The electron yield j 2PPE after absorption of two photons is given by [14]

j 2PPE ∼
∫

dt1

∫
dt2

∫
dt3

∫
dt4 χ

2PPE
i jkl (t1, . . .) Ei(t1) E j (t2) Ek(t3) El(t4) + · · · , (44)
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Figure 15. An interpretation of one of the processes contributing to 2PPE. An electron is excited
from a pure state |k‖λ2〉 in the Fermi sea to a pure state |kσ, in〉 above Evac by four interactions
with the electric field at the times ti . Note that the photoelectron current is proportional to the
fourth power of the electric field and thus to the intensity squared, as expected for two-photon
photoemission. The heavy wavy lines denote superpositions of states |k‖λ2〉 and |k‖λ3〉, |k‖λ2〉
and |kσ, in〉 etc, while the black dots represent electrons in pure eigenstates.

where the two photons are absorbed at times t1 and t2 (for illustration see figures 8 and 15).
Note that the yield is proportional to the fourth power of the electric field, since the 2PPE is
proportional to the intensity squared of single-photon photoemission; see equation (42) for
j PPE. The response function χ2PPE in equation (44) is given by

χ2PPE
i jkl (t) = e4

h̄4

γ

�

∑
1,2,3

Mi
kσ1 M j

12 Mk
23 Ml

3kσ

× {
�(t1 − t2)�(t2 − t3)�(t3 − t4) f (ε3)e−iδ1k (t1−t2)e−iδ2k (t2−t3)e−iδ3k (t3−t4)

− �(t1 − t2)�(t2 − t4)�(t4 − t3)
(

f (ε3)− f (ε2)
)

× e−iδ1k (t1−t2)e−iδ2k (t2−t4)e−iδ23(t4−t3) + · · ·}. (45)

Here, γ and � are the escape probability and relaxation rate of the photoelectron, respectively.
The various terms in {· · ·} correspond to different temporal orders of interactions with the
electric field; for details see Timm and Bennemann [14]. The photoelectron escapes from the
state |k, σ 〉 with the probability γ . The second term in equation (45) is illustrated in figure 15,
as an example. In equation (45) we use the complex transition energy

δαβ = (εα − εβ)/h̄ − i�αβ , (46)

with dephasing rates

�αβ = (τ−1
α + τ−1

β )/2 + �′
αβ . (47)

τα is the lifetime of an electron in the state α, �′
αβ describes additional dephasing with respect to

the first term in equation (47). In figure 15 we characterize a typical contribution to the 2PPE.
Closer inspection of the illustration clarifies the quantum mechanical interferences which are
expected on general grounds.

Note that equation (45) contains all the dynamics reflected by the 2PPE and, in particular,
interesting interference effects due to the interplay of the electric field with the polarization
field resulting from the hot electrons which have absorbed one photon.
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In ferromagnets the photoelectron yield reflects the spin polarization of the Fermi sea.
Thus, one gets a spin polarized photoelectron yield

j 2PPE = j 2PPE(M(t), t, . . .). (48)

The numbers of excited electrons with spin up and down are different in the intermediate states
occupied after one photon absorption. Also, circularly polarized light excites electrons spin
selectively and thus yields a spin polarized 2PPE photocurrent.

2.5.2. Time dependent non-linear optics. As becomes clear from figure 8, the non-
linear optics involving two photon absorptions and subsequent emission of a photon (SFG)
is intimately related to 2PPE [14]. Response theory gives for the induced second-order
polarization (see Hübner et al [10, 14, 16]) the expression

P(2)
i (t) = 1

(2π)2

∫
dt1

∫
dt2 χ

(2)
i jl (t − t1, t1 − t2) E j (t1) El(t2). (49)

Here, χ(2)i jl denotes the non-linear susceptibility and involves for example three dipole transition
matrix elements; it is hence non-zero only if inversion symmetry is broken [10]. The two
photons are absorbed at the times t1 and t2 and thus t1 − t2 characterizes the delay of the second
photon absorption. Of course, the intensity of SFG emitted light is given by

I (2) ∝
∫

dt
[
P(2)(t)

]2
(50)

if one averages over the time dependence of the emitted light. For simplicity, we have dropped
indices and the Fresnel like factors in the equations. Note, however, that these are, for many
problems, important. Note that equation (50) describes interesting interference effects due to
P (2) and the external electric field E(t).

For studying magnetism and in particular magnetization changes δM(t) due to hot
electrons and Te(t), it is important to note that as regards the magnetization dependence the
non-linear susceptibility χ(2){M} can be decomposed into [10, 15, 16]

χ
(2)
i jl {M} = χ

(2)
i jl,even{M} + χ(2)i jl,odd{M}. (51)

Here, χ(2)i jl,even is even in M and χ(2)i jl,odd odd in M . We have

χ
(2)
i jl,odd ∼ M + · · · . (52)

From this one expects SHG to yield for intensities (δ− ∼ {I (M)− I (−M)})
I (M) − I (−M)→

t
M + · · · . (53)

Note that changes in M require transfer of angular momentum and can only occur if
angular momentum is conserved. This may involve transfer of angular momentum via spin–
orbit coupling. Thus, ultrafast changes (during a few femtoseconds, up to a few hundred
femtoseconds) of M(t) may occur.

2.5.3. Spin dynamics in nanostructures, magnetization reversal and hysteresis dynamics.
For many problems involving magnetization dynamics such as relaxation of the spin order,
for example in antiferromagnets (af) and in af film structures after application of an
external magnetic field h, one may use the Landau–Lifshitz type equation given by Bloch–
Bloembergen [17]:

dM

dt
= dM

dt

∣∣∣∣
h=0

−γµ0(M × h)− λ

M2
s
(M × [M × h]). (54)
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Here, γ is the precessional torque,λ to a damping factor and Ms to the magnetization saturation.
The term (dM/dt)h=0 was discussed before. Typically equation (54) describes dynamics (such
as magnetization reversal at surfaces, thin films) occurring during times of the order of ps up
to 100 ps or more. Equation (54) describes the interplay of h and internal (exchange, dipolar)
fields and may be used to study the influence of hot electrons on magnetization dynamics.
In particular, hot electrons affect the reorientation transition at surfaces and domain wall
dynamics.

Frequently, relaxation of the magnetization towards its equilibrium after the external
magnetic field is turned off is controlled by magnetic anisotropy (Eanis) or more generally
by the interplay of exchange and spin–orbit interaction. Then, one expects relaxation times of
the order of

t ∼ E−1
anis. (55)

This gives relaxation times of picoseconds or more.
Non-equilibrium magnetic behaviour occurs for nanostructured thin films during growth,

for example. For thin, inhomogeneous films with island like structure the varying island
anisotropies causing magnetic energy barriers between the islands may impede long range
homogeneous magnetization. The relaxation of the magnetization depends then sensitively
on the range of the magnetic coupling of the islands, on the film structure in general and on
temperature T . For nearly isolated islands (e.g. below the percolation limit) one gets, below
the blocking temperature given by (using the Arrhenius–Néel ansatz with observation time τm

and island magnetization reversal rate �)

kBTb = N K

ln(τm�)
, (56)

a non-equilibrium magnetization. Then alignment of neighbouring island magnetization occurs
via coherent island spin flips. The times τ for this are controlled by the magnetic energy barriers
between the islands [7]. Approximately, one has

τ = τ0 exp
1

T
{aK x − b J x}, (57)

with τ0 ≈ 10−9 s. K and J are the anisotropy and exchange constants and x is the density of
islands. Note that for a system of nearly isolated islands one gets for equilibrium

M →
t

Meq = 0. (58)

Above the percolation limit when islands couple more and more (via exchange or dipole
coupling) one has

M(t)→
t

∑
i

Mi exp

(−2t

τi

)
, (59)

with the i th island relaxation time

τi = τ0 exp

(
�Ei

kT

)
. (60)

Here, τ0 is the moment precession time (∝10−9 s) and�Ei the energy barrier for the i th island
against magnetization changes. Now, at equilibrium,

M →
t

Meq > 0. (61)

In general one expects the relaxation of the magnetization to depend characteristically on the
atomic structure of the magnetic film and on the range of the coupling between the islands.
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Note that magnetic clusters will exhibit characteristic rotation dynamics in an external
magnetic field. One expects a resonance like behaviour of the magnetization for ω 
 ωrot .
Here, ω and ωrot are the frequencies of the magnetic field and the rotating cluster, respectively.
Such dynamics is observed in Stern–Gerlach experiments, for example [61].

In the next section, we present representative results for non-equilibrium behaviour:
(a) lifetimes of excited electrons, (b) relaxation of magnetization, (c) ultrafast structural
changes and (d) matter in strong electric fields.

3. Results

The study of excited matter in strong electric fields is a relatively young research area. Hence,
comparison of experimental results obtained by pump–probe optical measurements (2PPE,
non-linear optics, x-ray absorption spectroscopy (XAS), for example) and new theory is of vital
importance. In particular, XAS may further advance the spatial resolution of non-equilibrium
physics and provide information on local processes.

In the following, characteristic results are presented on:

3.1. Lifetimes of excited electrons in metals.
3.2. 2PPE yield.
3.3. Magnetism at non-equilibrium.
3.4. Magnetic relaxation in clusters and nanostructures.
3.5. Dynamics in high Tc superconductors.
3.6. Ultrafast structural changes in covalent crystals due to hot electrons.
3.7. Clusters in strong electric fields: Coulomb explosion.

All results demonstrate that first the electrons absorb, on a femtosecond timescale, the electric
field energy and that the hot electrons transfer, then, the energy to the atomic structure during a
time ranging from below picoseconds to picoseconds. In particular, non-equilibrium magnetic
relaxation is evidently controlled by angular momentum conservation. Then, frequently spin–
orbit coupling and magnetic anisotropy control the timescale for changes. This is important for
the response time of magnetization to hot electrons, for magnetization reversals in an external
magnetic field and for ageing processes in magnetic recording.

In figure 16 we illustrate the generation of non-equilibrium matter due to (laser) irradiation.
In the case of a dense system of excited electrons we have to calculate the temperature Te(t) of
the hot electrons which, due to electron–electron interactions, thermalize very rapidly within
a time of the order of a few femtoseconds up to 10–20 fs or more. Then excited electrons
transfer their energy to the lattice via electron–phonon coupling to the colder regions of
matter via diffusion. The maximal temperature Te(t) of the hot electrons is controlled by
the interplay of the electric field intensity I (t) and electron–lattice relaxation and diffusion.
Typically Te(t) → Tlatt(t) after a few picoseconds. In non-equilibrium (Te(t) > Tlatt(t)),
the various properties A of matter such as conductivity, absorption, reflectance, structure and
magnetization respond to Te(t) and in general one observes

A = A(Te(t), I (t), t). (62)

3.1. Lifetimes of excited electrons in metals

We assume first a diluted gas of excited electrons due to absorption of photons with energy h̄ω.
For small excitation energies (E − EF), where EF is the Fermi energy, one expects lifetimes τ
as given by Fermi liquid theory. (In the case of strong electron–electron coupling one expects
deviations from Fermi liquid theory with τ−1 ∼ ω2.) The lifetimes

τk ∼ (Im�(ω))−1 (63)
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Figure 16. An illustration of two
important mechanisms which contribute
to the relaxation of the laser excited
electronic system: loss of energy to
the lattice (emission of phonons) and
diffusion of hot carriers into the cold part
of the solid.

Figure 17. An illustration of
secondary-electron generation
involved in photoemission (2PPE).

determined using for example 2PPE are in the range of femtoseconds;see the theory in section 2.
In view of the excitation processes illustrated in figure 17 one needs to take into account
secondary electrons (Auger electrons, for example) to extract from the measured 2PPE yield
the lifetimes τk. For details, see the review by Knorren et al [9].

In figure 18 experimental lifetime results obtained by Aeschlimann et al are shown [18].
Note the rather different lifetimes for small excitation energies, E∗ − EF → 0, due to the
varying DOS near EF. Note that, approximately, τ−1 ∝ N(EF). Further experiments might
also indicate an interesting dependence on the Fermi surface structure.

In figure 19 we present theoretical results obtained by Knorren et al [9, 19] using a
Boltzmann type analysis. Also, results of calculations by Campillo et al [20] and Keyling
et al [21] are given. All these theoretical results compare well with experiment. In particular,
Ekardt et al calculated a very interesting k dependence of the lifetimes.

Due to the travelling of the hot electrons in the crystal before they escape to the vacuum
one expects mean free paths and temperature effects on the lifetime τk. This is shown in
figure 20 [9]. Note that this dependence is of basic interest, since it shows that 2PPE might
provide a very powerful tool for analysing electronic properties of matter, metals, thin films etc.

Of particular interest is the spin dependent excitation of electrons expected for
ferromagnetic solids (transition metals etc) and for circularly polarized light. In figures 21
and 22 experimental [22, 23] and theoretical results are given for the lifetimes of excited
electrons in Ni, Co and Fe. Comparison of theory and experiment (see Siegmann et al)
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Figure 18. Experimental results for lifetimes
of excited electrons at energy E∗ obtained by
Aeschlimann, Siegmann et al (φ is the work-
function, EF the Fermi energy).

Figure 19. Single-electron lifetimes
for Cu, Ag and Au calculated
by Knorren et al in the random-
k approximation. Also results of
FLT and of ab initio calculations by
Campillo et al and by Keyling et al
are shown.

indicates problems as regards the explanation of measurements [9]1. This is of fundamental
interest and needs further study.

In figure 21 we present results for the spin dependent lifetimes of excited electrons in the
classical ferromagnets. The dependence of τave = (τ↑ + τ↓)/2 on the spin dependent Coulomb
interaction is given [9].

1 The parameters needed to get agreement with experiment should be derived from first principles.
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Figure 20. Times of relaxation in Ag films of different thicknesses. Theoretical results obtained
by Knorren et al for two cases: (a) excitation within the optical penetration depth λopt = 14.5 nm;
(b) excitation only within λexc = 1.5 nm to simulate a surface excitation. The temperature is
T = 300 K and the laser pulse duration is τl = 40 fs.

Figure 21. The spin averaged effective relaxation time for a pulse with 40 fs duration and 3.0 eV
photon energy is given. For the calculations, Knorren et al used for Coulomb matrix elements
(a) M = 0.8 eV, m = M↑↑/M↑↓ = 1, (b) M = 0.8 eV, m = 0.5, (c) M = 0.4 eV, m = 0.5,
(d) M = 1.0 eV, m = 0.5.

In figure 22 we present results for the spin dependent lifetimes τσ for the classical
ferromagnets Ni, Co, Fe [9]. It is important to calculate the matrix elements M , m from
first principles. Note that M , m are of fundamental interest for magnetism.
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Figure 22. Results for τ↑/τ↓. The photon energy is 3.0 eV and the exciting laser pulse has a
duration of 40 fs. For the Coulomb matrix elements we use for the calculations (a) M = 0.8 eV,
m = M↑↑/M↑↓ = 1, (b) M = 0.8 eV, m = 0.5, (c) M = 0.4 eV, m = 0.5, (d) M = 1.0 eV,
m = 0.5. ( = experimental; Siegmann et al.)

3.2. 2PPE yield

In figures 23 and 24 we present 2PPE results showing the dependence of the photoelectron
yield on the delay time between the two photon absorptions. These results were obtained using
the response theory described in section 2 [14]. The interference of the external electric field
and the induced field caused by the hot electrons in the intermediate state after one photon
absorption reveals, in a characteristic way, the dynamics of the non-equilibrium solid.

The results shown in figure 23 depend on the band structure. The k vector is chosen such
that the transition frequencies perfectly match the frequency of incoming light. Only results
for �T > 0 are shown, since the curve is symmetric about �T = 0 for identical pump and
probe pulses. All curves in this and the following figures are scaled such that the limit for
large�T is unity. Figure 23(b) shows total SHG yield for single-colour pump–probe SHG as
a function of the delay time �T , using the same parameters. The inset shows the SHG yield
for flat bands with transition frequencies that match the light frequency perfectly. Note that
for extracting relaxation rates from experimental data the resolution of the photoelectron and
SHG light detectors must be taken into account.

The results in figure 24 indicate how the 2PPE yield depends on the lifetime of the excited
electrons which have absorbed one photon and which are in the states |2〉 (|1〉→ω |2〉 →
photoelectron). Note that the oscillations reflect revealing physics of the interplay of matter
dynamics and the electromagnetic field; for details see [14].

3.3. The response of magnetism (dense excitations)

In strong electric fields a relatively high density of excited electrons with electronic temperature
Te(t) > Tlatt(t) is obtained. How quickly does the magnetization, for example, respond to Te(t)
now? Angular momentum conservation requires that for a uniformly excited ferromagnet the
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Figure 23. (a) The total 2PPE yield of photoelectrons of momentum k for single-colour pump–
probe investigation as a function of the delay time �T between pump and probe pulses. (b) The
SHG yield, using the same parameters. The inset relates to flat bands with transition frequency
equal to the photon one. (For calculations, see Timm et al.)

spin–lattice coupling controls the time dependent changes of the magnetization M(Te) to
Te(t). Hence, response times of the order of

t ∼ τso (64)

(τso ∼ 100–200 fs or more for transition metals, less for rare-earth metals, for example)
are expected. This may yield in general a somewhat slower response of the spin system as
compared to the thermalization of the electrons. Such behaviour of the response should be
reflected by magneto-optics (Kerr angle: φK(t) = φK(M(t), . . .), by 2PPE ( j 2PPE ∼ niσ (t))
and by SHG with χi jl(M(t))) [10].

In figure 25 we present results for Te(t) obtained using typical parameters for transition
metals such as Ni [11]. The calculations yield that M → 0 for laser field intensities (fluence
F) causing Te to increase above the Curie temperature TC. There is a somewhat slower but
still ultrafast (sub-ps to ps) response of the spin order.

As shown in figures 26 and 27, experiments by Matthias et al seem to support
this [5, 10, 11, 24]. Results reflect that δ I − responds to changes in M . Note that for thin
films of Ni on Cu one finds that the Curie temperature TC depends on the film thickness d:
Tc = TC(d). Thus, on varying the film thickness d one expects characteristic changes in
the magneto-optical behaviour, since the film changes from paramagnetic to ferromagnetic
ordering as d increases. Experimental results reflect this; see the results given by Güdde et al
shown in figure 27 [5, 10, 24].

The results obtained by Matthias et al [11, 24] and the MOKE results obtained by
Beaurepaire et al [12] show that the magnetization (due to itinerant electron spins) follows,
with a certain delay, the electron response to the hot electrons.



R1020 Topical Review

pump–probe delay ∆T (fs)

au
to

co
rr

el
at

io
n 

(a
rb

. u
ni

ts
)

2P
P

E
 y

ie
ld

 (
ar

b.
 u

ni
ts

) τ2 = 6.9 fs
τ2 = 0.86 fs

(a)

(b)

0 10 20 30 40
0

4

0

4

8

Figure 24. A demonstration of the lifetime dependence of 2PPE. (a) The total 2PPE yield for the
same model parameters as were used in figure 23 with a lifetime of states in the intermediate band
of τ2 = 6.9 fs (dotted curve) and with the very small value τ2 = 0.86 fs (heavy solid curve). The
dashed curves show the exponential decay with the dephasing rate �12 = τ−1

2 /2 for τ2 = 6.9 fs.
(b) The four-field autocorrelation function of the pump–probe laser field. Note the similarity to the
fast relaxation result in figure (a). The black bar denotes half the laser pulse duration.

Similar interesting experiments probing the time dependence resulting from Te(t) of the
magneto-optics and magnetization switching and hysteresis behaviour were performed by
Rasing et al [25], Koopmans [26], Gerrits [17] and others [27].

In figure 26 we show experimental results obtained by Matthias et al for the effect of
hot electrons on the magnetization (δ I − ∝ I (M) − I (−M)) [10, 11]. In figure 26(a) the
dependence of δ I − on the substrate temperature is given. Note that the Curie temperature Tc

depends on the film thickness: d(Tc = Tc(d)) and at a temperature 395 K one is above Tc and
at 353 and 296 K below Tc. This is reflected by the increase of δ I − for increasing pump–probe
delay time. Note that δ I −(t)→t M(Te(t)) for longer times as Te → Tlatt . After the decrease
of M due to hot electrons, M increases again, since Te(t) decreases. Figure 26(b) reflects the
dependence of M(t) on the number of hot electrons, which increases with increasing laser
fluence (µJ). Correspondingly, one expects a larger decrease of δ I − for increasing fluence
and a relaxation of the magnetization according to δ I − ∝ M(t), Te → Tlatt , for longer times.
Note that δ I − → 0 as M → 0.

In figure 27 we show results obtained by Matthias et al for the dependence of the change
of the SHG intensity (p → P polarization; transverse geometry if M = 0) on the thickness d of
Ni films [10, 11]. Note that Tc = Tc(d) and hence for a given film (substrate) temperature T the
paramagnetic films become ferromagnetic as d increases (d � 5 ML). Correspondingly, one
expects δ I − = 0 as soon as T < Tc(d). Hence, the results reflect again that δ I − = δ I −(M(t)).
It is also indicated that the time τ for Te → Tlatt increases as d increases.
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Figure 25. Results obtained by Knorren
et al for the profile of the pump pulse,
electron temperature and SHG difference
signal for laser pulses with width W equal
to 140 and 280 fs and fluence F = 6.9
and 12.0 (mJ cm−2). δ I− ∼ (I (M) −
I (−M)) is the magnetic SHG signal.

In figure 28 we show results obtained by Matthias et al on time resolved magnetic SHG
for p → P polarization in Ni [10, 11]. Again the decrease of the SHG yield and of the yields
Enonmag and Emag, corresponding to δ I +(t) and δ I −(t), reflect the increase of Te and decrease
of the magnetization. For increasing pump–probe delay time one has Te →t Tlatt and M relaxes
according to M(t) = M(Te ≈ Tlatt). Note that the minimum in Emag (δ I −(t)) occurs somewhat
later than that in Enonmag (δ I +(t)); see the arrows.

Note that the SHG results shown are of basic interest and reflect sensitively the symmetry
and the recovery of Ni from the hot electrons. Theoretical analysis by Knorren and Bennemann
predicts that |Emag| ∝ M(t) for larger delay times. The recovery of the field |Enonmag|
reflects the hot electron–lattice coupling. Note that Te → Tlatt for times of the order of a
few picoseconds.

Note that more interesting experiments of this type are needed to understand what happens
for very short times (of the order of a few femtoseconds) to Te(t) and M(t) and what controls
angular momentum conservation. For comparison, see also the interesting experimental results
obtained by Eberhardt et al [63].

In figure 29 results are shown which were obtained by Beaurepaire et al for the Kerr effect
in Ni [12]. Again these show that M → 0 as hot electrons occur due to excitations by a laser
pulse. The change of the Kerr effect increases as the pump fluence increases, in accordance
with Tc(T ).
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(a)

(b)

Figure 26. The breakdown of the magnetization for a film of 8 ML Ni/Cu(001) due to hot electrons;
see the experiments by Matthias et al [10, 15]. Plotted is the relative difference δ I−(t) for p–P
polarization as a function of pump–probe delay for different (a) substrate temperatures and (b) laser
fluences. Here, δ I−(t) is calculated for all curves as I↑

0 − I↓
0 for T = 296 K. The energy of the p

polarized pump light was 2.25 µJ.

Note that the Kerr effect will also reflect possible magnetic reorientation transitions due to
Te(t) (M⊥ � M‖, for example) at surfaces of ferromagnets. Note that SHG (NOLIMOKE—
see later) measurements are very symmetry sensitive.

3.4. Magnetic relaxation in clusters and nanostructures

If the magnetization dynamics is controlled by magnetic anisotropy as for magnetic clusters
in external magnetic fields [7] and for magnetic nanostructures, then the relaxation, ageing
of magnetic structures, occurs during times of the order of nanoseconds to seconds; see the
previous discussion and figures for this relatively slow timescale. Note that the relaxation
times reflect the atomic structure and the magnetic interactions (such as exchange interaction,
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Figure 27. Results obtained by Matthias et al [10] for the relative change of the p–P polarized
probe SHG signal as a function of the pump–probe delay time for various monolayers of Ni on
Cu(001). The substrate temperature is 323 K. For 6 ML the Curie temperature is larger than the
substrate temperature, while it is smaller for the case of 3–5 ML films.

magnetic dipole coupling). The relaxation of the magnetization in nanostructures was
calculated using a Hamiltonian including exchange, dipole interaction, magnetic anisotropy
and Monte Carlo (MC) analysis as developed by Brinzanik et al [7, 28].

In figure 30 typical results obtained by Brinzanik et al are shown for the relaxation of
the magnetization in nanostructured thin magnetic films after the external magnetic field is
turned off. (The Monte Carlo time 101 corresponds to 1 s, approximately.) The film consists
of magnetic islands which are, below the percolation limit (� � 0.9 ML), nearly magnetically
isolated from each other and then increasingly coupled as � increases above �p = 0.9 ML.
Note that M →t Meq 
 0 for � < �p ; the equilibrium magnetization is Meq > 0 for � > �p.
The interplay of anisotropy and exchange controls the relaxation M(t) → Meq.

Clearly, one expects the relaxation to reflect characteristically the structure of the film
and the magnetic interactions. Note that, depending on the average distance between the
magnetic domains (islands), a different interaction may dominate. In figure 31 we show MC
results obtained by Brinzanik et al which support this [28]. Of general interest is the interplay
of dipole and anisotropy coupling. The latter is controlling the in-plane versus out-of-plane
orientation of the magnetization at the film surface.

The dynamics of rotating magnetic clusters also exhibits characteristic behaviour in an
external magnetic field oscillating with frequencyω (see Stern–Gerlach type experiments, Mie
scattering, for example). One expects then for an ensemble of clusters that the magnetization
(Langevin magnetization obtained from the Bloch equation; see calculations by Jensen et al)
will show resonance like behaviour (a dip) at

ω 
 ωrot, ωrot = δh0 p (65)

with δ = gµB/h̄, g = the Landé factor, h0 = the external magnetic field, p is the multiplicity
of the rotating field axes experienced in cluster magnetization, p = 2 for uniaxial and p = 4
for cubic lattice anisotropy. Note that for a cluster ensemble one has for ωrot a Gibbs or
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Figure 28. Time resolved MSHG. Experimental results obtained by Matthias et al for the
breakdown of magnetism in Ni due to hot electrons are shown. (The dashed curve relates to
the laser pulse shape [10, 11, 24].) The fluence of the irradiation is such that Te < Tc. The
intensities Enonmag and Emag correspond to δ I± ∝ I (M) ± I (−M), respectively. The arrows
indicate the minimum.

Gauss distribution. This is in agreement with experiments by de Heer et al [51]. Note that the
dependence of the resonance on the anisotropy symmetry is characterized by p.

3.5. Short time dynamics in high Tc superconductors

Due to the interesting phase diagram of high Tc superconductors such as YBCO, one expects
various characteristic response times reflecting electronic correlations, antiferromagnetic
excitations, breaking up of Cooper pair phase coherence and Cooper pairs, for example [6].
In particular, for underdoped cuprates the Meissner effect and the superconducting phase
transition occur at the superconducting transition temperature Tc and at temperatures above Tc

phase incoherent Cooper pairs might be present [29].
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Figure 29. Results obtained by Beaurepaire et al for
the transient remanent longitudinal MOKE signal of
a Ni(20 nm)/ MgF2(100 nm) film and for 7 mJ cm−2

pump fluence [12]. The signal is normalized to the
signal measured for zero fluence.

Figure 30. The relaxation of the remanent film magnetization |Mrem(�, T, t)| as a function of
the Monte Carlo (MC) time t for different coverages � below and above the percolation threshold
�p = 0.9 ML at temperature T = 25 K. Within the kinetic MC simulation, the time t = 1 MCS
corresponds approximately to 0.1 s. The single-island anisotropy K = 0.01 meV/atom and the
inter-island exchange coupling γ = 5.6 meV/bond are taken into account. The relaxation of
the magnetization towards the equilibrium magnetization |Meq | is controlled by anisotropy energy
barriers. For coverages � > �p the magnetization relaxes towards |Meq | = 0 and for � < �p

towards |Meq | = 0. Here, at lower temperatures T the inter-island dipole coupling can lead to a
long range magnetic order with |Meq | = 0; for details see Brinzanik et al.

In figure 32 we show results for the superfluid density ns. Note the discrepancy between the
theory neglecting Cooper pair phase fluctuations and dynamical Meissner effect measurements
at field frequenciesω. Clearly for observation times t ∼ ω−1 such that ωτ > 1, where τ is the
characteristic time of a Cooper pair phase fluctuation, this discrepancy should disappear [6, 30].
Results obtained using the Kosterlitz–Thouless (KT) theory are indicated. Note that the phase
fluctuations and their lifetimes are of basic interest as regards the nature of the superconducting
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Figure 31. The remanent magnetization |Mrem(T, t)| of a nanostructured film is plotted as a
function of MC time t for temperature T = 40 K and anisotropy parameter K = 0.1 meV. The
solid curve relates to results obtained for the non-coupled (NC) island system. The MC results are
indicated by the symbols. Results for non-coupled as well as dipole-coupled (DC) in-plane (ip)
and out-of-plane (perp) magnetization are shown; see calculations by Brinzanik et al.

transition (superconductivity of BCS type versus Bose–Einstein condensation etc). Further
results obtained by Timm et al on the dynamical phase stiffness of ns(ω) are shown in figure 33.
For breaking up Cooper pairs via photon absorption one expects a recombination relaxation
time of the order of

t ∼ �−1 ∼ T −1
c . (66)

Using the results for Tc(x) for cuprates we estimate relaxation times of the order of a few
hundred femtoseconds to a picosecond. Note that x is the hole doping concentration. Similarly,
one may expect a characteristic relaxation time for the breaking up of antiferromagnetic

Figure 32. The phase averaged superfluid density for underdoped cuprates [6, 31]. The deviation
of experimental (circles) from FLEX results is due to Cooper pair phase fluctuations with lifetime
τ . Taking these into account within BKT theory (KT) one gets the results indicated by the vertical
line. Note that for the dynamical superfluid density (t ∼ ω−1) one expects ns(t) −→ ns (FLEX)
if ωτ � 1. (The BCS transition temperature T ∗

c neglects pair phase fluctuations.)
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Figure 33. The dynamical phase stiffness ns(ω)/m for the same parameters as were used
in figure 32, but renormalized by vortex fluctuations. The dashed curves correspond to the
unrenormalized stiffness. The vertical dotted line indicates the highest frequency used in the
experiments of Corson et al.

Figure 34. Transient mid-infrared reflectivity changes �R/R0 observed by Elsässer et al in
underdoped YBa2Cu3O7−δ for different sample temperatures T and the superconducting transition
temperature Tc = 68 K. (The probe photon energy is Eprobe = 90 meV.)

correlations. It is tempting to relate this time to T ∗, at which antiferromagnetic correlations and
pseudogap behaviour are observed (t ∼ T ∗−1). Further analysis must confirm this, however.

Time resolved infrared reflectivity measurements by Kaindl, Elsässer et al have already
shed some light on the electron dynamics in high Tc cuprates [32]. Results are shown in
figure 34. From this, relaxation times of the order of 1 ps may be analysed. Further
such interesting experiments are needed reflecting the pseudogap and structural transition.
The inset in figure 34 gives the temperature dependence of the maximum amplitude of the
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Figure 35. Dominant (a) LO and (b) TA
like induced lattice distortions in covalent
crystals due to hot electrons; (c) the resultant
structure.

positive component in each transient, normalized to the T = 15 K value. A definite detailed
interpretation of the results probably needs more measurements, but would be of utmost
significance as regards identifying the dynamics.

3.6. Ultrafast structural changes in covalent crystals: non-thermal melting

Recently ultrafast structural changes and non-thermal melting during a time of the order of
several hundred femtoseconds have been studied and observed. In covalent crystals such as
Si, Ge, GaAs, the electronic excitations directly affect the bonding and this causes an ultrafast
structural response (to transitions sp3 → s, p) ranging from about 10 fs to a few hundred
femtoseconds.

Theoretically this was first analysed by Stampfli et al [2, 3] and then with an improved
theory by Garcia et al [4, 1]. Particularly interesting problems are the details of the non-
thermal melting of diamond, graphitization of diamond, ablation of covalent crystals, non-
thermal transition of graphite to diamond and optically controlled reversible transitions:
crystalline ↔ amorphous, for example [1]. Using the theory of Stampfli and Bennemann
described in section 2, we obtain results for the time dependent response of the Si, Ge, C and
GaAs structures to the electron–hole pair plasma created by an intense laser pulse, shown in
the following figures. As a control parameter for the structural changes we use the fraction ξ
of hot electrons. We allow for longitudinal optical phonon like distortions δLO and transverse
acoustic phonon like distortions δTA which are expected to be the dominant ones, in accordance
with �V ≈ 0; see figure 35 for illustration of these distortions.

Note that one observes for GaAs a change towards centrosymmetry as a response to hot
electrons and this supports our assumptions on the essential distortions [33].
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Figure 36. Results for (a) displacements
and (b) the atomic kinetic energy of Si with
a fraction ξ of excited electrons causing
lattice instability (ξ0 = ξ(δi = 0)).

In figure 36 we show how for a plasma characterized by ξ0 = 0.15 the atomic displacement
and the kinetic energy of the atoms are affected by the hot electrons (ξ0 = ξ(δi = 0)).

These results are very revealing for the structural changes induced by hot electrons and
resulting bond changes. One sees that for a time τ ∼ 100 fs the atomic displacements have
become very large and so correspondingly has the kinetic energy of the atoms, so the lattice has
melted. Of course, for a larger fraction ξ of excited electrons, melting occurs even faster. Note
that Ge, C, GaAs and other covalently bonded semiconductors with diamond or zinc-blende
structure will behave in the same way. Different atomic masses and bond lengths affect the
timescales of the dynamics.

In figure 37 we present results obtained by Stampfli and Bennemann on the stability of the
covalent crystal as a function of the (coherent?) distortions δt(t ≡ TA) and δl(l ≡ LO) due to
hot electrons, electronic excitations into the conduction band. Evidently the lattice becomes
unstable as the fraction ξ of excited electrons increases. For ξ = 0.15 the deep minimum in
Eb is at Eb 
 −0.15 eV and both distortions δt and δl are involved. Note that for δLO = 0 we
would obtain only a minimum of Eb 
 −0.16 eV.

It should be noted here that it is of fundamental interest to understand in detail the special
distortions involved in the structural changes due to hot electrons. Possibly these can be
manipulated by the exciting laser pulse. This is already suggested by the fact that the distortions
δLA and δTO dominate the non-thermal melting in Si, Ge etc. For further details see the studies
by Stampfli, Bennemann on the laser induced lattice instability of silicon.
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Figure 37. The dependence of the
binding energy Eb of Si on the atomic
displacements δt and δl caused by a
fraction ξ of excited electrons (ξ0 =
ξ(δi = 0)).

Figure 38. Results obtained by Stampfli and Bennemann for the dependence of the semiconducting
and metallic phase (� = 0) on distortions δTA, δLO due to hot electrons (ξ gives the fraction of
excited valence electrons) are shown.

In figure 38 we summarize our results for the induced distortions due to hot electrons. The
phase diagram is obtained by calculating the disappearance of the gap �b. Some trajectories
r = r(ξ, t, δLO, δTA) are shown. Several experiments seem to support these results [34–
36]. Indeed, such an ultrafast transition from semiconducting to metallic behaviour has been
observed [37]. The timescale depends of course on ξ . The metallic state is characterized by
�b = 0 and reached after times of the order of 100 fs.

Note that the symmetry of the semiconducting state might already change upon distortions
occurring before the metallic state is obtained. In particular, x-ray analysis (x-ray absorption,
XAS, EXAFS, diffraction and Bragg peaks) and SHG should show this.

In figure 38 the trajectories shown are calculated from M
··
δi= −∂/∂δi(Eb(δi , Te)) and

using slightly different phases for the initial state. The phase diagram should be typical for
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Figure 39. Non-thermal graphitization of diamond due to hot electrons. We show snapshots in the
(110) direction of the ultrafast dynamics of diamond upon excitation with a laser pulse of duration
τ = 20 fs (Gaussian shape). The MD cell has 216 atoms. �t is the time delay with respect to the
peak of the pulse. The energy absorbed is Eabs = 1.1 eV/atom. The graphitization of diamond
takes less than 100 fs.

covalent crystals and reflects general behaviour. While for conventional metals (fcc, hcp etc)
hot electrons may not significantly destroy the lattice structure (symmetry), the case is different
for semiconductors and ionic crystals. The electron–hole plasma may cause interesting changes
of the magnetic properties for magnetic semiconductors, for ionic crystals strong emission of
ions and for mixed covalent systems (δm S, VO2 etc) interesting ultrafast electronic transitions.

Note that the relaxation of the excited electrons should occur typically on a timescale
slower than a few hundred femtoseconds. Then dephasing of the hot electrons and induced
lattice distortions (coherent phonons) should occur.

Related analysis can also be applied to structural transitions such as crystalline �
amorphous or crystalline � Peierls distorted lattice. Note that Peierls distortion (in Bi,
Ge1−x Sbx etc) is accompanied by a gap in the electron excitation. In Bi the Peierls distortion
can be suppressed by pressure. As a consequence, hot electrons can then reintroduce the
Peierls distortion.

For understanding the results shown in figures 36–38 one may use a Ginzburg–Landau
type expression for the bond energy:

Eb 
 ω2
TA M

2
(1 − a(ξ))δ2

TA +
ω2

LO M

2
δ2

LO + c1δ
4
TA + c2δ

4
LO − b(ξ)

2
δ2

TAδLO + · · · . (67)

Here, the frequencies relate to the� and L points of the Brillouin zone for ξ = 0 and a = b = 0
in the absence of hot electrons (ωTA(ξ) 
 √

1 − a(ξ)ωTA(0)). Note that for a(ξ) = 1 the TA
mode becomes soft and for a(ξ) > 1 the diamond structure changes to a new equilibrium
structure (c1 
 constant > 0, c2 
 constant > 0). Assuming for simplicity that the phonon
frequencies scale as ω ∝ d−2 M−1/2 (d: bond length) we find that for a fraction of excited
electrons ξ = 0.15 the lattice becomes unstable and melts at a time tm ∼ 200 fs for GaAs and
at tm ∼ 120 fs for Si.

The anharmonic term proportional to δ2
TAδLO in equation (67) leads to additional

longitudinal optical phonon like distortions.
Note that equation (67) can be extended to describe in general coherent phonons induced

by hot electrons:

Mi

··
δi= − ∂

∂δi
Eb, Eb =

∑
m,n
α,β

aα,βm,n(t)δ
α
mδ

β
n . (68)

The time dependent force constants

aα,βm,n(t) = ∂α

∂δαm

∂β

∂δ
β
n

Eb (69)
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(a)

(b)

Figure 40. (a) Potential energy as a function of time upon excitation of electrons with a laser pulse
of τ = 100 fs and absorbed energy E0 = 1.3 eV/atom (solid line). The dashed curves relate
to the potential energy along the same graphitization path but calculated by assuming different
electronic temperatures. For Te = 300 K the energy barrier between diamond and graphite is
EB = 0.17 eV/atom. (b) An illustration of the mechanism for the laser induced non-equilibrium
graphitization of diamond. GS and ES stand for the ground state and excited state respectively.
The dashed arrow indicates graphitization occurring for thermodynamical equilibrium.

may be computed from the tight-binding or density functional theory (DFT) expression for Eb,
for example. For longer times the anharmonic terms may become more and more important
causing phase incoherence of the distortions.

In summary, this simplified theory for laser induced rapid heating can be applied to various
problems such as the sublimation free transition from solid to liquid C, continuous switching
between the insulating state and metal in thin mercury films with a gap between s and p
states, the transition from amorphous solids to crystalline ones (ωTA(ξ) → 0, reversible (?)),
crystalline � Peierls distorted lattice transitions and creation of coherent phonons by hot
electrons.

The theory needs modifications as discussed in section 2, in particular if the response to
hot electrons involves volume changes and thus�V = 0. In several papers by Garcia et al [4]
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Figure 41. MD results obtained by Garcia et al for ablation of graphite under laser pulse irradiation.
The absorbed energy amounts to E0 = 2.4 eV/atom which is below the threshold for the destruction
of graphite planes. The pulse duration was τ = 20 fs. Apparently the laser pulse induces strong
vibrations of the graphite planes which lead to the emission of the planes.

and Jeschke [1] it has been shown how one can extend the above analysis given by Stampfli
and Bennemann et al. The following results were obtained by Garcia, Bennemann et al using
molecular dynamics (MD) [4, 39].

In figure 39 we present interesting results on the bond changes and bond breaking:
graphitization of diamond within about 100 fs. The ultrafast graphitization of diamond (within
<100 fs) due to hot electrons [35, 36, 38, 40] arises from bond changes: sp3 →t s2p2. One sees
clearly the formation of graphite planes. The PES (see figure 40 for an illustration) reflects
the bond changes and the non-equilibrium character of the transition.

To clarify the physics behind the ultrafast structural changes (see Jeschke, Garcia et al [1]),
we show in figure 40 the time dependent change of the PES. Note the temperature dependence
of the potential surface (Te depends on the laser fluence) and in particular the change of the
energy barrier for the non-equilibrium transition (see curve ES). This is of interest as regards
the possible inverse transition graphite → diamond at non-equilibrium. Possibly special pulse
forms and polarization could cause s2p2 → C∗ → sp3. (C∗ = excited C atom.) Reduced
dimensions (C aggregates) could support such a transition.

In figure 41 the ablation of a graphite film is shown [33–37]. Note the volume expansion,
the metastable liquid like state and the emission of planes; see MD calculations by Jeschke,
Garcia et al [1].

In figure 42 we show MD results obtained by Jeschke, Garcia et al for the atomic
oscillations induced by the hot electrons for energy absorption close to ablation. These results
explain the ablation consisting of emission from the graphite plane; see [1, 4, 13].

In figure 43 we present further results obtained by Garcia et al using MD analysis for
the interesting ablation phenomena [1]. For layered graphite structure one expects ablation
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Figure 42. MD results obtained by Garcia et al for ablation and melting dynamics in graphite
involving (a) in-plane and (b) out-of-plane oscillations of the C atoms. The results relate to various
laser fluences around the ablation threshold.

Figure 43. Ablation of a graphite film for an absorbed energy of E0 = 4.0 eV/atom. The laser
pulse duration was τ = 20 fs. Note the strong expansion, the formation of a metastable liquid like
state and the emission of carbon atoms and chains.

to consist of taking of first whole graphite plane and, for somewhat stronger laser fluences,
of emission of C atoms and chains. The results show clearly the emission of whole graphite
planes and also of chains and atoms.
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Figure 44. Time dependent absorption in diamond. The laser pulse duration is τ = 350 fs. The
absorption (absorbed energy per atom) obtained using MD trajectories with different final states is
shown. The dashed curves correspond to the absorption that is expected if no structural changes
occur.

Figure 45. Absorbed energy per atom as a function of pulse intensity (‘offered’ energy) for
diamond. The pulse duration ranges from τ = 20 to 500 fs. The shape of the absorption curves
and their ordering with respect to the pulse duration can be understood from the time dependent
changes of the DOS. Each of the results (�) corresponds to a calculated trajectory.

In figure 44 MD results obtained by Jeschke, Garcia and Bennemann are shown for
the ablation behaviour of diamond in strong laser fields [1]. The damage and ablation
thresholds relate to the onset of irreversible lattice damage and evaporation of material (atoms),
respectively.
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Figure 46. Densities of states
for graphite at different times
for a pulse duration of τ =
350 fs. This figure corresponds
to the trajectory with the highest
absorbed energy.

One expects that, during irradiation with a longer lasting laser pulse, the structure will
change continuously and thus so also will the various properties of the non-equilibrium matter
such as the absorptivity [41, 42]. This is shown in figure 45 for diamond [1, 4]. Underlying
this behaviour are time dependent changes of the non-equilibrium electronic structure (DOS).

In figure 46 we present results for the changing electron density of states during
irradiation, which explains the absorption behaviour shown in figure 45 [1, 4]. Results
are shown for graphite. Those for diamond are similar. This also sheds light on the
semiconducting → metallic phase transition and the non-thermal melting [2, 3, 37].

The MD ablation results for diamond and graphite are very similar. For lower absorbed
energy, bond breaking and distortions cause structural damages. These are dependent on
the laser fluence: reversible or non-reversible. For larger absorbed laser energy one gets
emission of material due to massive bond breaking. In the case of diamond (Si, Ge etc) the
ablation consists mainly of emission of small atomic clusters and single atoms, while for
layered structures such as graphite one expects actually two ablation thresholds (as calculated
by Jeschke et al) involving emission of whole graphite planes and that of C chains and atoms.
Note that the related strong increase in the ablation threshold energy as a function of time
reflects bond breaking requiring some time.

In general, comparison of theory and experiment yields fairly good agreement. Of
course further studies are needed for a better and more definite understanding. XAS
investigations, core-level shift measurements, EXAFS—improving in particular the spatial
resolution, showing local features and symmetry of the non-equilibrium behaviour—are
promising [43].
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3.7. Clusters in strong electric fields: Coulomb explosion

Our theory can also be used to study matter in strong electric fields; see Grigorenko [1] and
Grigorenko et al [8] for details of the analysis. Of particular interest are systems with reduced
dimension such as quantum dots and clusters where the field induced redistribution of the
electrons leads to strong effects. For example, such optically induced population changes of
the electronic energy can drastically change the conductance of quantum dots and molecules.
Then if these are used in tunnel junctions this has interesting consequences as regards ultrafast
switches. Clusters strongly irradiated by a laser pulse exhibit various fascinating phenomena
(x-ray emission, highly charged and energetic ions). The following results demonstrate this.

We apply the theory described in section 2. For simplicity the cluster is treated like a 1D
chain of atoms and we neglect the dependence of the hot electron binding energy on the atomic
structure [1, 8]. Thus,

MR̈ j = −∇ j Hion. (70)

We use then for the ions the Hamiltonian

Hion =
N∑

j=1

p2
j

2M
+

N−1∑
j=1

N∑
k= j+1

Q j Qk√
R2

jk + a2
+

∫
Uen|ψ(x, t)|2 dx −

N∑
j=1

Q j R j A(t) sin(ωt). (71)

Here, we take for the coupling between the hot electrons and ions with charge Q j and positions
R j the expression

Uen = −
N∑

j=1

Q j√
(x − R j )2 + a2

. (72)

Note that we assume for simplicity for all hot electrons the same wavefunction ψ(x, t),
determined by the Schrödinger equation

i
∂ψ(x, t)

∂ t
=

(
− ∇2

2m
+ Uen + Uee + Uxc + Ulaser

)
ψ(x, t). (73)

The Coulomb and exchange–correlation interactions are given by

Uee(x) = 1

2

∫
dx ′ |ψ(x ′, t)|2√

(x − x ′)2 + b2
(74)

and

Uxc(x) = −3

4

(
3

π

)1/3

|ψ(x ′, t)|2/3. (75)

Here, a and b are smoothing parameters adopted to avoid the singularity at x = 0. A(t) is the
envelope of the laser pulse with frequency ω.

Of course, comparison of this simplified theory with experiment must show the validity
of the calculations. Physically one may expect, in strong electric fields, the electron and ion
dynamics to occur essentially in the polarization direction of the laser field. Thus also all hot
electrons may be describable approximately by the same wavefunction ψ(x, t).

As shown in figure 47, upon laser irradiation some hot electrons get emitted within sub-
picosecond times (photoemission). Of course, the fraction of emitted hot electrons will depend
on the cluster size and laser field intensity.

In figure 48 results are given on the time dependence of the cluster expansion, shedding
light on the emission of ions from the cluster.
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Figure 47. The time depen-
dence of the ionization pro-
cess. The fraction of the to-
tal number of electrons as a
function of time in the cluster
Xe5 in the presence of a strong
laser field (dashed curve). The
atomic coordinates are fixed.

Figure 48. Snapshots of exploding Xe2 at times t = 0, 20, 35, 60 fs for a laser intensity of
3.7 × 1016 W cm−2 and pulse duration of 80 fs. The dotted curve relates to the ionic potential.
The solid curve indicates the electronic density.

Upon irradiation, the changing electron distribution causes a time dependent dipole
moment d(t). Results are given in figure 49. This has a strong effect on the absorption
of light energy. Note the resonance like behaviour of the dipole moment d(t).

For direct comparison with experiment [43] we show in figure 50 results for the kinetic
energy and charge of the emitted atoms. Despite the simplified analysis one gets fair agreement
with experiment (see in particular experiments by Lezius et al [44]). This is remarkable. As in
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Figure 49. Oscillations of the dipole
moment of a cluster with N = 8 atoms.
Note the resonance like behaviour at
a time of about 60 fs (calculations by
Grigorenko et al [1]).

Figure 50. (a) Kinetic energy versus
charge q for Xeq+ ions emitted upon
laser excitation from a distribution of
Xe16 clusters. (b) The results relate to
a full quantum mechanical calculation
(circles) and a classical one (pure
Coulomb explosion) (triangles) [1].
Note the difference occurring for
large q.

the case of non-thermal melting of crystals, we get an ultrafast (∼10 fs) explosion of clusters.
Only if the clusters are larger than a certain critical size (2–3 nm, for example) are ions with
large charge emitted. One expects that first the ions at the surface of the cluster are emitted when
these feel a repulsive Coulomb interaction which overcomes their binding. Our calculations
show that an inhomogeneous charge distortion of the ions is present in the hot cluster; see
Grigorenko et al [1, 45].
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The results presented show characteristic features of matter at non-equilibrium. In general,
the ultrafast dynamics of the hot electrons controls the subsequent changes, in particular those
of the atomic structures. Of fundamental interest is clarifying how conservation laws (such
as energy and angular momentum conservation) and dimensional effects control ultrafast
(femtosecond) dynamics.

4. Summary and outlook

The discussion of solids at non-equilibrium gives an idea of how this field has advanced so far.
Intense electric fields serve as a very successful tool for manipulating matter. One may change
time related properties selectively. The electronic response to strong electric fields and intense
laser pulses can be used to change ultrafast timescale electrical conductivity, magnetism,
bonding and chemisorption, for example. This offers scope for many new applications.
Depending on the strength, shape and duration of the laser pulse, physical processes can
be affected and possibly controlled.

Theory and experiment need further improvements for a better and more definite
understanding of non-equilibrium matter. Interesting problems are those of electronic
and structural phase transitions, ablation, fragmentation such as cluster explosion and
bond breaking including chemisorption bonds. In the future, further advances as regards short
time laser pulses and both spatial and time resolution will be important. Thus, in particular,
x-ray optics and x-ray absorption spectroscopy (XAS) will play an important role. In the
following we specify some interesting problems and present results supplementing those given
in section 3.

4.1. Electronic excitations

In particular, at surfaces and interfaces (of film structures, layered systems) hot electron
dynamics may exhibit interesting behaviour. A laser pulse could transiently cause an
occupation of surface states and with circularly polarized light one may even create a spin
polarized occupation. Similarly, one could optically weaken surface bonds and break up
chemisorption bonds by causing occupation of the antibonding state. Due to the interplay
of the periodically acting laser field (the time between two consecutive laser pulses) and the
lifetime of the excited electrons, interesting behaviour patterns will result. By changing, with
the help of hot electrons, the distance between neighbouring planes of atoms at surfaces, one
may create a coherent phonon (and spin excitation) mode: di = di(t, Te(t)). Thus one could
try to manipulate the surface reconstruction and cause structural transitions at the surface.

Also it is of interest to structure at the surface the electronic temperature,

Te(t) = Te(x, t), (76)

resulting from hot electrons (x is the direction parallel to the surface). The structure could be
created by the interference of two laser pulses, for example. The thermalization time tth ∼ 10 fs
of the hot electrons must be such that tth < t ∼ d/vhot, where vhot is the velocity of the hot
electrons and d the distance between neighbouring maxima of Te(t). Of interest also is a
temperature profile

Te(t) = Te(z, t), (77)

where z is the distance perpendicular to the surface (Te > Tlatt). Te(t) will decrease due
to electron–lattice coupling and diffusion of hot electrons to colder regions. (Note that
vhot � 1 Å fs−1.)
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Figure 51. The ablation
threshold of graphite as a
function of the laser pulse
duration. Each result (�)
in the figure corresponds to
a trajectory calculated for a
N = 64-atom MD supercell.
Note that slightly below the
marked ablation threshold,
one finds another one at 3–
4 eV/atom absorbed energy;
see Jeschke et al [46].

One expects that, depending on the light polarization, intensity and laser pulse shape
(duration, amplitude etc) structural changes, coherent phonon excitation can be manipulated
in a special way. Already, the early analysis by Stampfli et al [2, 3] on the ultrafast response
of semiconductors to hot electrons seems to indicate this; see for example figure 35 for the
special modes involved dominantly in Si etc as regards non-thermal structural changes. Recent
studies by Garcia et al using MD analysis improve on the earlier analysis [61].

4.1.1. Ablation. The interesting features of ablation discussed in the previous section reflect
general behaviour. The results obtained by Jeschke, Garcia and Bennemann [1, 4] indicate
clearly that lattice oscillations and bond breaking play important roles. Of particular interest
are the damage and ablation thresholds. As expected, one finds in graphite for low electric
field intensities and above the damage threshold that a first ablation threshold occurs for the
onset of the removal of whole graphite sheets, while at the second ablation threshold (absorbed
energy 4 eV/atom or more) a strong expansion and formation of a metastable liquid like state
exhibiting possibly a low density liquid carbon phase occur. Then, one gets the surface emission
of single atoms and carbon chains. Experiments seem to support this [46]. The high ablation
threshold (high light intensity) corresponds electronically to occupation of antibonding states
by the hot electrons and thus to bond breaking at ultrafast times.

It is expected that x-ray analysis, for example using XAS and diffraction (Bragg peaks)
EXAFS and ESCA, will shed further light on ultrafast structural changes and the important
ablation phenomena [47, 48]2.

In figure 51 results are shown for the two ablation thresholds obtained by Jeschke et al
[1]. The results were obtained from MD calculations using a large film, a supercell of
N = 576 atoms and constant pressure. Above the ablation threshold at absorbed energies
larger than 3.3 eV/atom, fast evaporation occurs. The electron–hole plasma density is then
about ξ = 0.14. A relatively large number of electrons are excited into antibonding states,
causing bond breaking and emission of C atoms and chains. The MD results are somewhat
larger than but of the order of the experimental ones.

2 Similarly, time dependent EXAFS, diffraction and core-level analysis might become important diagnostic tools.
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Figure 52. The time evolution of the reflectivity R for photons with h̄ω = 2 eV, after Jeschke et al
[1]. Squares correspond to the experimental results. The thick curve was obtained by adding a
metallic like term for the excited electrons to the ground state expression for the dielectric function
ε(ω, t). The thin curve corresponds to the ground state contribution. The laser parameters used
were τ = 50 fs and Eabs = 1.35 eV/atom.

Figure 53. An illustration of a possible reversible crystalline–amorphous phase transition; see
Jeschke et al [1]. Consider a material containing a majority of atoms A (white circles) and a
minority of atoms B (black circles). Two structures are possible: atoms of B can occupy regular
lattice sites of material A, or they can form small clusters such as dimers and trimers which may
distort the surrounding lattice. The random orientation of such small clusters in the lattice of
material A will lead to optical properties like in an amorphous phase. The difference between
atomic positions in the crystalline and amorphous structure is especially small if the minority
atoms B have a slightly smaller atomic radius than atoms A with the result that no very substantial
relaxation of the majority component lattice occurs at the transition between the two phases.

The ultrafast response of the lattice to hot electrons involves in particular the occurrence of
coherent phonons which eventually become phase incoherent in time due to anharmonic, large
amplitude distortions of atoms. Note that in graphite special coherent phonon modes consist of
shear motions of neighbouring planes or of motion changing the distance between the planes.
Similarly, in general, in the covalent crystals (Si, Ge, . . .) and Peierls distorted crystals (Bi, . . .)
coherent phonons result from small amplitude atomic oscillations due to electronic excitations
across the band gap and modulation of the latter (for example, δFb(t) ∝ a(ξ, t)+b(ξ, t)q2 + · · ·
where approximately a ∼ ξ(t), b ∼ ξ, (t); dephasing may result also from electron–hole
recombination). Coherent phonons are expected to be particularly efficient as regards transfer
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Figure 54. The model of the amorphous to crystalline phase transition in Gex Sb1−x for
0.06 < x < 0.14. The potential energy surfaces are sketched for a reaction coordinate which
includes the distance between neighbouring germanium atoms and possibly slight relaxations of
the antimony lattice. In the amorphous phase the Ge atoms form dimers Ge2 and possibly trimers
Ge3 with a bond length of d = 2.4 Å. An ultrashort laser pulse excites electrons into antibonding
states. The excited potential energy surface has only a minimum for the Ge atoms occupying
regular antimony sites (the Ge–Ge distance in the antimony lattice d = 2.9 Å) as this guarantees
maximal distances from both Ge and Sb atoms. The de-excitation process that leads to crystalline
GeSb is shown with a dashed arrow, as this relaxation process takes a long time and may be more
complicated than suggested here.

of the absorbed energy from the hot electrons to the lattice. Increasing amplitude of the
coherent motion leads to damage, fragmentation and ablation.

4.1.2. Reflectivity. In figure 52 interesting results on the reflectivity obtained within MD
analysis by Jeschke et al [1] are shown. Evidently, both non-excited electrons and hot electrons
contribute to the reflectivity. This is expected in general for all covalent crystals and other
systems.

4.2. Ultrafast transitions

Important further developments would be understanding ultrafast processes leading to

(a) optically manipulated amorphous � crystalline transitions (for example, in Ge1−x Sbx ,
in Peierls distorted Bi etc);

(b) non-thermal graphite → sp3 bonding transitions (for example, formation of diamond
from graphite or from C clusters such as C60 and C nanotubes).

A possible scenario for such transitions is illustrated in the following.
In figure 53 we illustrate the transition crystalline ⇐⇒ amorphous for Gex Sb1−x (0.06 �

x � 0.14), as an example. This transition may be induced at non-equilibrium, e.g. optically.
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Figure 55. Formation of sp3 hybridized molecular orbitals via a valence state.

Figure 56. An illustration of the direct transition of graphite to diamond. (a) The transition from
rhombohedral graphite with ABCABC layer sequencing to cubic diamond. For this transition,
white atoms move downward and black ones upward. (b) The transition from graphite with an
AAA layer sequence to hexagonal diamond. For this transition, white atoms move upwards and
black ones downward. The AAA sequence must first be formed from the usual hexagonal graphite
with ABAB sequencing. Also, in both cases the graphite interlayer bonds in diamond are exactly
as long as all other nearest neighbour bonds.

The pulse shape and fluence of the exciting laser light are expected to control the transition [1].
In figure 54 we sketch the PES of such a transition.
In figure 55 we illustrate a possible non-equilibrium formation of sp3 bonds from s, p

states:

C(1s22s22p2) → C∗ → diamond.
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Figure 57. An illustration of an ‘electron pump’ device: two quantum dots providing electronic
states at energies E1 and E2 coupled to contacts. Electrons can tunnel from the left contact to the
left quantum dot. If the resonant electric control field is applied, the electron can jump to the right
quantum dot and it can further tunnel to the right contact. The optimal control field intensity with
a pulse energy E0 = 4.57 for the isolated two-level system with zero relaxation (solid curve) and
with relaxation γ1 = 2γ2 = 5 (dashed) with a pulse energy E0 = 11.15 yielding a maximal current
is also shown. A constraint on the curvature of the pulse envelope is required. Inset: the dynamics
of the occupation of dot 2 (ρ22(t)) for an isolated system (thick solid curve) and with relaxation
(dash–dotted curve; the thin solid curve relates to the numerical solution of the Liouville equation).

Note that experimentally one observes graphite → melt → cooling → partial diamond
formation [59]. Aggregation of C∗, e.g. optically excited C atoms (C∗: 1s22s22p3), for
example present in DC glow discharge, could lead to diamond clusters and subsequent diamond
growth [60].

As regards diamond formation at non-equilibrium, our MD results for the change of the
graphite layer sequencing ABAB · · · → AAAA · · · occurring for hexagonal graphite due to
an electron–hole plasma are of great interest; see figure 56 [1].

4.3. Ultrafast tunnelling

It will be very important to use optically induced electron excitations to manipulate the electron
conductivity in tunnelling junctions, for example. This permits ultrafast switching phenomena.
In figure 57 we illustrate an electronic switch device using quantum dots with discrete electronic
energy levels E1 and E2. The electron transfer depends on the laser pulse shape and can thus be
controlled; see Grigorenko, Garcia et al [1, 49, 50]. Turning the laser field on and off permits
ultrafast conductivity switching.

In figure 58 we present results obtained by Speer, Garcia et al on the current flowing
through a switch and electron pump (consisting of quantum dots, molecules etc).
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Figure 58. The dependence of the total current (charge transferred during the pulse) on the pulse
length τ for different frequencies ω1, ω2 and ω3 which lead to resonant tunnelling by absorption
of one, two and three photons, respectively; see the calculations by Garcia et al. The Stückelberg
oscillations, arising from the spatial Rabi oscillations between the dots during the action of the
field, are clearly present for one- and multiple-photon processes. Note that for small values of τ ,
two photon absorption can lead to a larger current than a one-photon process. τ is given in units of
h̄/ω.

Clearly, the current can be manipulated optically, depending on the pulse form. This
can be formulated by a Lagrange formalism using Lagrange multipliers characterizing the
optimization; see studies by Grigorenko et al [1].

The figure illustrates also what happens in the case of one quantum dot (or corresponding
molecule) with energies E1 and E2 = E1 + Un1, where U (the Hubbard interaction) is the
effective interaction between electrons (with opposite spins σ , σ , for example) in levels 1
and 2. Thus, for example, no electron transfer occurs from left to right if level 1 (E1 � µL)
gets optically occupied (and h̄ ω < E2 − E1), even if µR < µL, since left gate electrons must,
but cannot, go to E2. Again, consecutive laser pulses close and open the tunnel junctions for
electron transfer.

Due to the interaction of type Uσ1σ2 nσ2 , circularly polarized light can be used to manipulate
spin depending on the tunnelling. Note that related effects can also occur using, for optical
excitations, a ferromagnet as the tunnelling medium.

The fast photon assisted tunnelling via quantum dots (or corresponding molecules, for
example) calculated by Garcia et al [63] using H = ∑

i Ei ni +
∑

i, j ti j(c
†
i c j +h.c.) demonstrates

that Rabi oscillations arise from applying a short electric field pulse. The Stückelberg
oscillations are responsible for the result that for certain short pulse durations (lengths),
absorption of two photons induces a stronger current than results for one photon absorption.
Depending on E2 − E1, usually of the order of about 50–200 meV, the hopping time of the
tunnelling electrons can amount to 100 ps or less, requiring that the external field must last
that long or longer.
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4.4. Magnetic excitations as a response to hot electrons

In view of the previous discussion, it is clear that hot electrons, via affecting Te(t) and the
structure ri j(t, Te), may have a strong effect on various magnetic properties. Describing
magnetism with the help of the Heisenberg Hamiltonian

Hex = −
∑

i j

Ji j
(
ri j(t), Te(t)

)
Si · S j + · · · (78)

and the additional terms describing dipolar coupling and magnetic anisotropies [51], one
obtains that the exchange coupling Ji j between the spins is changed in the presence of hot
electrons with temperature Te. Due to the induced structural changes, r0

i j →t ri j (Te), the
distance between the atomic planes at the surface is changed, for example, and this modulates
Jiy = J (riy(Te); . . .). This changes the magnitude of the spins (see the Kondo effect, formation
of local moments etc) and the spin configurations and magnetization.

Consequences occur for:

(a) the magnetic reorientation transition at transition metal surfaces (for example: S‖ → S⊥)
caused thermally via Te—presumably the reorientation changes are controlled in time by
the lifetimes of the hot electrons, electron diffusion and spin–orbit coupling (Vso � J );

(b) the easy axis dynamics (affected by Te);
(c) surface magnetization also via occupation of spin polarized surface states—see Ni surface

states;
(d) structural changes, ri j(t), e.g., interlayer distance changes (see oscillations in the case

of graphite ablation etc), and these modulate correspondingly Ji j(ri j (t), Te(t))—this may
form a coherent magnetic excitation at the surface (like the non-thermal coherent formation
of phonons at semiconductor surfaces).

Of course, angular momentum conservation controls changes of M(x, z, t). For transition
metals and in particular rare-earth metals, Ji j(ri j (t), t) induces ultrafast magnetic responses
(sub-picosecond to a few picoseconds, for example). Note that the dynamics of quantum well
states in thin films is also of interest.

Similar effects due to hot electrons and Ji j(ri j(t), Te(t)), also via structural changes,
occur at interfaces of films with antiparallel magnetization in neighbouring films; see figure 59
for an illustration [53]. Thus, instead of using pulsating external magnetic films one may
manipulate in an ultrafast way via hot electrons the exchange fields Ji j(ri j (t), t) and thus
switch the spin configuration (↑↓ · · · →↑↑ · · ·) and cause, like non-thermal melting, a non-
thermal reversal of the surface magnetization. As in the case of optical control of electron
transfer between quantum dots (see [49]), one may attempt to control optically, via the shape
of the laser pulse, the precessional and (non-thermal) magnetization reversal. This tests the
validity of the Landau–Lifshitz–Gilbert equation of motion and its extensions given by Bloch,
Bloembergen [17, 54].

Clearly, tunnel current can be manipulated optically depending on the pulse form. This
can be formulated via a Lagrange formalism using Lagrange multipliers characterizing the
optimization; see studies by Grigorenko et al [1].

Of course, spin polarized quantum well states in film structures such as F1/NM/F2, where
F1 and F2 are ferromagnets with parallel or antiparallel magnetization and NM is a non-
magnetic film with proximity induced spin polarized quantum well states, are sensitively
affected by hot electrons and Te(t); see figure 59. This is also the case for the giant
magnetoresistance (GMR) structures (F1↑/NM/F2↓). Here, the GMR can be manipulated
by the laser pulse shape and polarization again, as discussed already for other problems in this
section.
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Figure 59. A succession of thin films with
antiferromagnetic magnetization of neighbouring films.
The shaded regions (1, 2, 3) indicate the interface area
contributing to SHG. SHG results also at the surface.
Approximately the first two atomic layers at the surfaces
will contribute to SHG.

In summary, hot electrons with Te(t) can be used to manipulate and control the properties
of various magnetic microstructures in an ultrafast non-thermal way [10, 62].

Magneto-optics (MOKE; KE: Kerr effect) and non-linear optics (SHG, NOLIMOKE) are
very sensitive tools for analysing optically induced ultrafast changes of magnetism. Hence,
it is useful to repeat briefly the SHG analysis. Note that the SHG intensity is approximately
given by I (2ω) 
 |χ |2 I (ω), with the effective response function

χ(M) =
∑
i jk

Fi jkχi jk(M). (79)

In equation (79), Fi jk(2ω) are the non-linear Fresnel coefficients. The response functions may
be decomposed as

χ(M) = χ e(M) + χo(M). (80)

Here,χ e is even and χo odd in M [10, 16]. Thus, reversals of the magnetization give (assuming
for simplicity constant Fresnel coefficients)

I (2ω,±M) ∝ {|χ e|2 + |χo|2 ± 2 |χ e| |χo| cosφ}| E|2. (81)

Here, φ in the phase difference between χ e and χo [55, 10, 11], since χ = |χ |eiφ . The
magnetic asymmetry

�I (t) = I +(M)− I −(−M)

I +(M) + I −(−M)
= |χ e||χo|

1 + (|χ e||χo|)2 cosφ (82)

reflects sensitively the time dependent magnetism caused by the hot electrons.
Clearly, the tensor χi jk needs be specified in accordance with the polarizations of the

electric field E(ω, t) which induce the polarization

Pi (2ω, t) =
∑

jk

Fi jkχi jkE jEk . (83)

Note that χo ∝ M(Te) and thus becomes zero as M → 0, for example, due to increasing Te

(χo(M = 0) = 0: �I = 0).
The Kerr angle φK also involves χo

i jk(M(t)) and will reflect, as well as hysteresis loops,
M(Te(t)) → 0 due to hot electrons:

φK(M)→
t

0, M(t) → 0.
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Figure 60. An illustration of the interference effects in SHG due to I (2ω) ∝ |E1(2ω) + E2(2ω) +
E3(2ω)|2 from the interfaces of a magnetic film structure A/B/C. I (2ω) reflects magnetism very
sensitively, in particular spin-split quantum well states.

The contribution to the SHG intensity I (2ω) due to spin-split populated surface states will
also reflect Ms(Te) → 0 due to Te(t) and disappear. (Note that the induced electric field is
E(2ω) = Es +�E , where Es relates to the surface SHG and�E to that resulting from the surface
state. In Ni, for example, the surface states are at 2.8 and 2.6 eV away from the majority and
minority spin bands.) The interference of Es(2ω,Ms) and �E(2ω,Ms) should also depend
sensitively on the optical configuration (polar, longitudinal, transverse [10]), the angle of the
incident light etc.

The particular sensitivity resulting from such interferences is also expected for SHG
from magnetic film structures A/B/C (magnetic trilayer); see figure 60 for an illustration.
Depending on the magnetizations MA, MB and MC and Te(t), interesting and revealing
magnetic contributions to I (2ω) can be seen; see [10, 55]. In particular, the SHG oscillations
due to quantum well states (QWS) change for M(Te) → 0.

As regards interferences due to SHG at the surface and at the interface A/B (see figure 60),
one gets within the dipole approximation for example

I (2ω,MA,MB, . . .) ∝ 2
∑
i jk

|χ s
i jk(2ω,MA)|2 + 2

∑
i jk

χ s
i jk(2ω,MA)χ

i
i jk(2ω,MA,MB). (84)

For simplicity we assume |χ s
i jk| ≈ |χi jk| [55]. Here, i relates to the interface A/B.

In summary, magneto-optics (MOKE, MSHG, NOLIMOKE) is well suited for studying
non-equilibrium magnetism [62]. In particular, MSHG also reveals sensitively symmetric
changes of the magnetization M(t); consider for example the magnetic reorientation transition
analysed in the polar or longitudinal optical configuration [10].

4.5. Ultrafast dynamics of excited clusters

As is already obvious from the ionization behaviour of clusters in strong electric fields, ultrafast
(femtosecond time range) phenomena of small systems and clusters are of basic interest and
supplement our understanding of hot matter and coupling to electromagnetic fields. The
dynamics of clusters also helps us to understand that of nanostructures. Different responses
of van der Waals and covalently bonded clusters reveal interesting short time dynamics of
chemical bonds and of ionization potentials, core-level shifts and dynamics of quantum dots.
The interplay between fragmentation and melting is of quite general interest [56].
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Figure 61. The calculated fragmentation time distribution W (t) for Hg+
6 clusters at T = 40 K

before ionization. Note that W (t) represents the probability of fragmentation per unit time [64].

Of particular interest is the dynamics after ionization. The time resolved fragmentation
exhibits interesting behaviour reflecting bonding, bond breaking and the phase of the cluster:
non-metallic, metallic, liquid state etc. For the analysis of the dynamics of a cluster with n
atoms one may use the master equation

dNn

dt
= W (t)Nn(t) + · · · , (85)

where W (t) is the time dependent reaction ‘constant’ (yielding time dependent non-ergodic
dynamics). W (t) is the distribution function and gives the number of clusters which fragment
at time t after ionization. Then one may calculate the mean fragmentation time:

τF =
∫ ∞

0
dt tW (t). (86)

From this one gets by comparison with the (root mean square (rms)) bond length fluctuation
(δ) the result

δ ∼ τ−1
F . (87)

One finds as expected that fragmentation occurs only after a certain thermalization process has
occurred in the cluster and that it consists mainly of emission of neutral atoms. The timescales
depend on cluster size, bond character, temperature. Note that for small times and ultrafast
responses one may test also the validity of thermodynamical concepts etc. The distribution
function W (t) is calculated using MD and the theory described in section 2.

In the following we show some typical results obtained by Garcia, Bennemann et al using
the same type of theory as discussed in section 2.

First, van der Waals bonded small Hgn clusters (n � 13) fragment within ps after exciting
electrons to a Rydberg state [57], while larger covalently bonded Hgn do not fragment after
single ionization [8, 58]. In figures 61 and 62 results on Hgn are shown [8], which compare
well with experimental results.

In figure 61 we show a typical fragmentation time distribution W (t). For each member of
the cluster ensemble we made calculations using MD analysis fragmentation after ionization;
see Garcia [63]. Depending on the form of W (t) versus the fragmentation time t of the clusters,
we can get interesting non-ergodic behaviour.

In figure 62 we demonstrate that the average (inverse) fragmentation time τF can be related
to the solid → liquid transition. Actually our results yield δ(t) ∝ τ−1

F (t), an interesting
relationship. The cluster dynamics is in general sensitive to structure (isomerization).
Fragmentation occurs after some time required by the time needed for thermalization.
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Figure 62. The temperature dependence of the inverse average fragmentation times 〈τF〉−1

calculated by Garcia et al [63] for (a) Hg+
3 and (b) Hg+

13 clusters (‘up’ triangles, left axis) and
rms bond length fluctuations (open circles, right axis) δ before ionization. Note that the increase
in 〈τF〉−1 characterizes the melting temperature.

Figure 63. Metallization of Sin clusters. (a) The time evolution of the energy gap of Si5 for laser
parameters (Eabs = 3 eV, τ = 700 fs) inducing a stable structural change. When the transition to
the new isomer occurs, the gap decreases strongly. (b) The relative Kubo conductivity σ of Si5
as a function of time for the same pulse parameters as above. σ0 is the conductivity of the cluster
in the ground state. Since the isomerization is volume conserving, the decrease of the energy gap
corresponds to a ‘true’ increase in metallic character; see [56].

In figure 63 we show MD results obtained by Garcia et al [63] on the laser induced ultrafast
metallization of small Si clusters (closing of the gap between valence and conduction states).
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Figure 64. The generalized
‘phase diagram’ for the products
of the laser excitation (solid
like, liquid like and fragmented
clusters) as a function of the pulse
duration and absorbed energy for
Si5; see [56].

The MD results in figure 64 show the very interesting dependence of the non-equilibrium
state on the duration τ of the exciting laser pulse. Note that for τ < 30 fs one gets only a liquid
like phase and for τ � 30 fs only solid → fragmentation transitions. For increasing τ , the
cluster expands adiabatically. Melting occurs if the pulse duration is shorter than the cluster
response time. For longer pulse duration the absorbed energy necessary for fragmentation
increases, since the kinetic energy of the atoms gets lower.

The interesting interplay of fragmentation and melting is shown in figure 64 for Si clusters.
The ‘phase diagram’ obtained for small clusters is typical for this material [56].

Figure 65 shows the power spectrum typical for larger non-equilibrium Sin clusters. The
characteristic shift in the spectrum weight to lower frequencies resulting from the electron–hole
plasma created by a laser pulse is interesting. This shift can be controlled and ‘optimized’, for
example, by choosing a corresponding laser pulse form. The theory for this has been developed
by Grigorenko, Garcia, Bennemann et al [1, 49].

In figure 66 results are shown on the ultrafast non-equilibrium dynamics of C60 clusters,
shedding light on their fragmentation mechanism. Note that after about 700 fs the C60 is torn
open, with two C chains forming on opposite sides of the cluster [8, 56].

In figure 67 we present interesting results obtained by Garcia et al on the time dependent
fragmentation of capped nanotubes (CNT). The expected emission of the caps is started by
increasing the amplitudes of the corresponding excited coherent phonons [61, 64].

As regards electronic transitions, optically controlled reversibility is very interesting. This
may be possible for Peierls distorted lattice structures and valency transitions (in mixed valence
systems, SmS, V oxides etc), for example.

This completes our review of hot matter and its coupling to electric fields and the resultant
ultrafast response. Such non-equilibrium physics is of great interest. One may expect that
more results of definite validity due to advances as regards theory and experiment will be
obtained in the future—and furthermore, of course, due to exciting new results. Presumably
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Figure 65. Power spectra of a
Si200 cluster. The continuous line
corresponds to a temperature of T =
300 K, while the dashed line represents
the spectrum of a cluster that absorbed
1.6 eV per atom during an 80 fs laser
pulse. Note the shift of the weight
from higher to lower frequencies as
a consequence of the electron–hole
plasma.

Figure 66. Fragmentation of C60 in response to a τ = 80 fs laser pulse; see Garcia. An energy of
E0 = 3.5 eV/atom was absorbed. While the cluster is still intact at the time t = 40 fs (measured
with respect to the pulse maximum), at t = 90 fs the cage structure has already been partially
destroyed. In (c) we see three ejected monomers. A coil of a linear carbon chain remains at
t = 440 fs after the emission of a total of six carbon monomers [61, 63].

x-ray analysis, EXAFS etc will become more important. Non-equilibrium physics is reaching
a better level of understanding.
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Figure 67. Time dependent ablation
(fragmentation) of a (10.0) CNT; (a) 0 fs,
(b) 150 fs, (c) 180 fs due to a 10 fs laser pulse
and with energy 1.9 eV. The absorbed energy
is 2 eV/atom (after Garcia et al [64]).
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